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Preface

Differential equations are fundamental in the description of dynamical processes. The areas
of applications include the domains of natural science and engineering technology, finance
and medical science.

For instance, hyperbolic partial differential equations such as Schrödinger type equations
used in quantum physical models are presently attracting a lot of interest. Examples for
parabolic equations are reaction-diffusion equations and the incompressible Navier-Stokes
equation which arise in the modelling of air-currents, population models, and circulations.

For the solution of realistic models, due to their complex nature, it is in general indis-
pensable to utilise numerical methods. Though, in particular in connection with computer-
aided simulations over long times, the actual result is adulterated by the influence of the dis-
cretisation, rounding errors, and inaccuracies in the data. Therefore, this raises the question
how to interprete the obtained results and how to draw significant conclusions thereof.

This habilitation thesis comprises contributions to the topic Time Integration of Differential
Equations. Our main objective is the construction and analysis of time integration methods
for stiff differential equations. In particular, our concern is to investigate the error behaviour
and the qualitative properties of certain numerical method classes.

Around 1960, things became completely different and everyone became aware that
the world was full of stiff problems.

GERMUND DAHLQUIST (1925-2005)

Primarily, the scope of applications includes nonlinear initial-boundary value problems of
parabolic type that are often used in the modelling of nonlinear diffusion and heat con-
duction processes. According to the employed analytical framework, it is expedient to dis-
tinguish between semilinear and (fully) nonlinear problems. In this preface, to keep the pre-
sentation simple, we restrict ourselves to one space dimension.

Typically, a semilinear parabolic initial-boundary value problem for a real-valued function
U : [0,1]× [0,T ] →R comprises a partial differential equation of the form

∂tU (x, t ) =A (x)U (x, t )+F
(
t , x,U (x, t ),∂xU (x, t )

)
, 0 < x < 1, t > 0, (1a)

that involves a second-order strongly elliptic differential operator A = α∂xx +β∂x +γ with
space-dependent coefficients α,β,γ : [0,1] → R satisfying suitable regularity requirements.
In particular, α has to be positive and bounded away from 0. Likewise, the nonlinearity F is
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supposed to be regular in all variables and to fulfill certain growth conditions. The differen-
tial equation is further subject to certain boundary and initial conditions. For example, we
impose a homogeneous Dirichlet boundary condition and a smooth initial condition

U (0, t ) = 0 =U (1, t ), U (x,0) =U0(x), 0 ≤ x ≤ 1, 0 ≤ t ≤ T. (1b)

The precise assumptions on the equation as well as various applications from physics, biol-
ogy, and engineering that can be cast into the form (1) are found in HENRY [8].

The following nonlinear parabolic initial-boundary value problem arises in detonation
theory and describes the displacement of a shock

∂tU (x, t ) = ln

(
exp

(
U (x, t )∂xxU (x, t )

)−1

∂xxU (x, t )

)
− 1

2

(
∂xU (x, t )

)2,

∂xU (0, t ) = 0 = ∂xU (1, t ), U (x,0) =U0(x), 0 ≤ x ≤ 1, 0 ≤ t ≤ T,

(2)

see LUNARDI [11] and references therein.

In 1971, I read the beautiful paper of Kato and Fujita on the Navier-Stokes equa-
tions and was delighted to find that, properly viewed, it looked like an ordinary
differential equation, and the analysis proceeded in ways familiar for ODEs.

DAN HENRY, 1981

For the theoretical investigation of parabolic initial-boundary value problems such as (1)
and (2), it is useful to consider the partial differential equation as an ordinary differential
equation. Also, this approach is advantageous for the construction and analysis of time in-
tegration methods for parabolic problems. A survey of the abstract framework, which re-
lies on the theory of sectorial operators and analytic semigroups on Banach spaces, is found
in [8, 11].

For instance, in order to formulate (1) as abstract problem on a function space, one defines
a linear operator A : D ⊂ X → X and a map f : [0,T ]×V → X through(

A v
)
(x) =A (x) v(x),

(
f (t , v)

)
(x) =F

(
t , x, v(x),∂x v(x)

)
, v ∈C∞

0 (0,1).

Therewith, one obtains the following initial value problem

u′(t ) = A u(t )+ f
(
t ,u(t )

)
, 0 < t ≤ T, u(0) given, (3)

for a function u : [0,T ] → X where
(
u(t )

)
(x) =U (x, t ). The boundary condition is reflected in

the domain of the unbounded linear operator A. In the above situation, a proper choice for
the underlying space is the Hilbert space X = L2(0,1). Then, it follows D = H 2(0,1)∩H 1

0 (0,1)
and V = H 1

0 (0,1).
The results in [8, 11] imply that A is a sectorial operator which generates an analytic semi-

group
(
et A

)
t≥0 on X . Within the abstract Banach space setting, it is in particular justified to

represent the solution of (3) by the variation-of-constants formula

u(t ) = et A u(0)+
∫ t

0
e(t−τ)A f

(
τ,u(τ)

)
dτ, 0 ≤ t ≤ T. (4)
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A basic tool in order to establish the existence and regularity of a local solution of the integral
equation (4) and (3), respectively, is Banach’s Fixed Point Theorem, see [8, Chapter 3].

In LUNARDI [11], it is demonstrated how the techniques applied in the semilinear case
extend to nonlinear initial values problems

u′(t ) = F
(
t ,u(t )

)
, 0 < t ≤ T, u(0) given, (5)

that come from a parabolic initial boundary-value problem such as (2). A basic requirement is
that the derivative of the function F defining the right-hand side of the differential equation
is a sectorial operator. Then, by a modification of the variation-of-constants formula (4), a
local solution of (5) is constructed in a space of weighted Hölder-continuous functions.

In many situations, apart from an existence and regularity theory, it is also substantial to
study the qualitative behaviour of an evolution equation, that is, the geometric properties
of the flow. In this respect, we refer to the monographs [8, 11], where such questions are
investigated for semilinear and fully nonlinear parabolic evolution equations.

There are at least two ways to combat stiffness. One is to design a better computer,
the other, to design a better algorithm.

HARVARD LOMAX (1922-1999)

When solving numerically a differential equation, it is desirable that the applied method
possesses a favourable error behaviour and preserves well certain qualitative features of the
original problem. Furthermore, in connection with stiff systems, it is essential that the nu-
merical method has favourable stability properties. For that reason, implicit Runge-Kutta
and linear multistep methods are established schemes for the time integration of partial dif-
ferential equations. In particular, the RadauIIA–methods and the backward differentiation
formulas are appropriate integration methods for initial value problems that originate from
the spatial discretsation of a parabolic initial-boundary problem. A thorough treatment of
numerical methods for stiff differential equations is given in HAIRER AND WANNER [6], see
also [1, 5, 7, 10].

Although most of these methods 1 appear at the moment to be largely of theoretical
interest ...

BYRON EHLE, 1968

In the past few years, exponential integrators have attracted a lot of research interest. Due
to their excellent stability properties, they are particularly appealing in situations where the
differential equation comes from the spatial discretisation of a partial differential equation.
However, as exponential integration methods require the numerical computation of the ma-
trix exponential and related functions, for many years, they were considered as impracticable

1The citation originally refers to implicit Runge-Kutta methods.
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for problems of large dimension, see MOLER AND VAN LOAN [12]. Recently obtained results
give further insight in subspace methods such as Krylov subspace techniques and make it
feasible to compute, in an efficient manner, matrix-vector products, see [9] and references
therein.

Theory without practice cannot survive and dies as quickly as it lives.

He who loves practice without theory is like the sailor who boards ship without a
rudder and compass and never knows where he may cast.

LEONARDO DA VINCI (1452-1519)

The present thesis is a collection of contributions aiming at a better understanding of time
integration methods for singularly perturbed and abstract parabolic problems. The contri-
butions are unified by the fundamental hypotheses on the problem classes which rely on
an abstract Banach space setting of sectorial operators and further by the employed pertur-
bation techniques. Accordingly to the considered numerical method classes, the thesis is
divided into two chapters. The first chapter is devoted to established schemes such as im-
plicit Runge-Kutta and linear multistep methods, and the second chapter is concerned with
exponential integration methods. In the following, a brief survey of each chapter is given.

The main result in OSTERMANN AND THALHAMMER [13] is a convergence estimate for lin-
early implicit Runge-Kutta time discretisations of semilinear parabolic problems. In this
work, we focus on convergence estimates for equations involving non-smooth initial values.
Such error bounds are essential in view of practical examples and have applications in the
study of the long-term behaviour of time discretisations. The works GONZÁLEZ, OSTERMANN,
PALENCIA, AND THALHAMMER [2] and OSTERMANN AND THALHAMMER [14] are related to my
doctoral thesis [18] on the time discretisation of nonlinear parabolic problems by implicit
Runge-Kutta methods. In [2, 14], amongst others, the techniques used in [18] are extended to
variable stepsizes. In particular, we exploit two different approaches to obtain finite time
convergence bounds for implicit Runge-Kutta time discretisations with variable stepsizes.
In OSTERMANN, THALHAMMER, AND KIRLINGER [16], we proceed our analysis of nonlinear
parabolic problems. As special cases, the considered numerical method class includes the k-
step backward differentiation formulas. The core of the work is dedicated to the derivation of
stability bounds for variable stepsize linear multistep methods. The work THALHAMMER [19]
is concerned with the derivation of a convergence bound for variable stepsize linear mul-
tistep methods when applied to a singularly perturbed problem. To this aim, perturbation
techniques that have been used in [16] are extended to singularly perturbed systems.

In GONZÁLEZ, OSTERMANN, AND THALHAMMER [3], we construct a second-order explicit
exponential integration method for nonautonomous linear problems and study its stability
and convergence properties for abstract evolutions equations of parabolic type. This work
together with the note [20] provide the basis for GONZÁLEZ AND THALHAMMER [4]. There,
we are concerned with the construction and analysis of an explicit exponential integrator for
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quasilinear parabolic problems. Such problems are of particular relevance in view of practical
applications. The aim of THALHAMMER [21] is to explain the substantial order reduction that
is in general encountered when a problem of parabolic type is solved numerically by means
of a higher-order commutator-free exponential integrator. In GONZÁLEZ, OSTERMANN, AND

WRIGHT [17], we consider a numerical method class that combines the benefits of explicit
exponential Runge-Kutta and exponential Adams methods. Within this method class, it is
straightforward to construct high-order schemes that possess favourable stability and con-
vergence properties for parabolic problems.

A recent work which is closely related to the theme of Chapter 2 is included in the appendix.
In OSTERMANN AND THALHAMMER [15], we are concerned with the positivity of exponential
integration methods. Our main result implies that positive exponential integrators of linear
multistep type obey an order two barrier.

... methods 2 for stiff problems, we are just beginning to explore them ...

LAWRENCE SHAMPINE, 1985

For the near future, a main objective is to understand well the qualitative behaviour of ex-
ponential integration methods for different problem classes including singularly perturbed
systems, differential-algebraic problems, Hamiltonian systems, and generalised wave equa-
tions. Further, it is intended to find efficient linearisation and error control strategies which
help to improve the significance of exponential integrators for practical applications.

2The citation originally refers to Runge-Kutta methods.
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1.1. Non-smooth data error estimates

Non-smooth data error estimates for linearly implicit Runge-Kutta methods

ALEXANDER OSTERMANN AND MECHTHILD THALHAMMER

IMA Journal of Numerical Analysis (2000) 20, 167-184
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Non-smooth data error estimates for linearly implicit Runge–Kutta
methods

ALEXANDER OSTERMANN AND MECHTHILD THALHAMMER

Institut für Mathematik und Geometrie, Universität Innsbruck,
Technikerstraße 13, A-6020 Innsbruck, Austria

[Received 14 January 1999 and in revised form 7 May 1999]

Linearly implicit time discretizations of semilinear parabolic equations with non-smooth
initial data are studied. The analysis uses the framework of analytic semigroups which
includes reaction–diffusion equations and the incompressible Navier–Stokes equations.
It is shown that the order of convergence on finite time intervals is essentially one.
Applications to the long-term behaviour of linearly implicit Runge–Kutta methods are
given.

1. Introduction

When analysing discretizations of parabolic initial boundary value problems, it is not
sufficient to consider only smooth initial data. This is partly because such initial data give
solutions that keep their smoothness up to the boundaries. They thus require compatibility
conditions which are often unrealistic in practical applications. Apart from that, non-
smooth data error estimates are an important tool for obtaining long-term error bounds.
This has been emphasized by Larsson (1992) and is also reflected in Assumption 3.2
in Stuart’s survey article (Stuart 1995). The long-term behaviour of numerical solutions
is closely related to the question of whether the continuous dynamics of the problem
is correctly represented in its discretization. Suppose, for example, that the continuous
problem has an asymptotically stable periodic orbit. Does the discrete dynamical system
then possess an asymptotically stable invariant closed curve that lies close to the continuous
orbit? The construction of such discrete invariant objects is usually based on fixed-point
iteration, see e.g. Alouges & Debussche (1993), van Dorsselaer (1998), van Dorsselaer
& Lubich (1999), Lubich & Ostermann (1996). Although the final result itself might be
smooth, the single iterates are, in general, not. The whole construction thus relies on non-
smooth data error estimates.

In spite of their importance, surprisingly few such estimates can be found in the
literature. For time discretizations of linear parabolic problems, non-smooth data error
estimates are first given by Le Roux (1979). But only until recently have these estimates
been extended to more general problem classes. For semilinear parabolic problems, optimal
results for implicit Runge–Kutta methods are given in Lubich & Ostermann (1996); see
also the references therein. The corresponding results for multistep methods can be found
in van Dorsselaer (1998).

In this paper we derive optimal error bounds for linearly implicit Runge–Kutta methods,
applied to semilinear parabolic problems with non-smooth initial values. We work in

c© Oxford University Press 2000



168 A. OSTERMANN AND M. THALHAMMER

an abstract Banach space setting of analytic semigroups, given in Henry (1981) and in
Pazy (1983). This framework includes reaction–diffusion equations and the incompressible
Navier–Stokes equations. The method class is formulated in sufficiently general terms
such that it comprises classical Rosenbrock methods as well as extrapolation methods
based on the linearly implicit Euler scheme. The latter have proven successful for the time
integration of parabolic problems, see Bornemann (1990), Lang (1995), and Nowak (1993).

The present paper is structured as follows. In Section 2 we formulate the analytical
framework, and we introduce the numerical method. The main result is stated in Section 3.
There we prove that linearly implicit Runge–Kutta methods, when applied to semilinear
parabolic problems with non-smooth initial data, converge with order one essentially.
Low-order convergence is sufficient for applications to long-term error estimates. We
illustrate this in Section 4 where we show that exponentially stable solutions of parabolic
problems are uniformly approximated by linearly implicit methods over arbitrarily long
time intervals. This result implies stability bounds for certain splitting methods. Under
natural assumptions on the nonlinearity, it is possible to improve the convergence result of
Section 3. This will be elaborated in Section 5. To keep the paper independent from other
work, we have formulated all auxiliary results with an outline of the proofs in Section 6.

Compared to previous work, our convergence proofs are conceptionally simple. We
consider the numerical approximation un of a linearly implicit Runge–Kutta method to the
exact solution u(tn) as a perturbation of a suitably chosen Runge–Kutta solution ũn . Using
the triangular inequality

‖un − u(tn)‖ � ‖un − ũn‖ + ‖ũn − u(tn)‖,
we have to estimate ‖un − ũn‖. Together with the bounds for ‖ũn − u(tn)‖ from Lubich
& Ostermann (1996), we get the desired result. For the reader’s convenience, we have
collected all the necessary Runge–Kutta bounds in an appendix.

We finally remark that the above approach is not restricted to non-smooth data error
estimates. It can equally be used, for example, to derive the conditions for high-order
convergence of linearly implicit methods at smooth solutions.

2. Analytical framework and numerical method

In this section we state the assumptions on the evolution equation. Moreover we introduce
the numerical method.

2.1 Evolution equation

We consider a semilinear parabolic equation of the form

u′ + Au = f (t, u), 0 < t � T (2.1a)

u(0) = u0. (2.1b)

This abstract evolution equation is given on a Banach space (X, | · |). The domain of the
linear operator A on X is denoted by D(A), and the initial value u0 ∈ V is chosen in an
interpolation space D(A) ⊂ V ⊂ X which will be specified below. Our basic assumptions
on the initial value problem (2.1) are that of Henry (1981).
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ASSUMPTION 2.1 Let A : D(A) ⊂ X → X be sectorial, i.e. A is a densely defined and
closed linear operator on X satisfying the resolvent condition∣∣(λI + A)−1

∣∣
X←X � M

|λ− ω| (2.2)

on the sector {λ ∈ C ; |arg(λ− ω)| � π − ϕ} for M � 1, ω ∈ R, and 0 � ϕ < π
2 .

Under this hypothesis, the operator −A is the infinitesimal generator of an analytic
semigroup {e−t A}t�0 which renders (2.1) parabolic. In the sequel we set

Aa = A + aI for some a > ω.

For this operator, the fractional powers are well defined. We choose 0 � α < 1 and define
V = D(Aα

a ) which is a Banach space with norm ‖v‖ = |Aα
a v|. Note that this definition

does not depend on a, since different choices of a lead to equivalent norms.
We are now ready to give our hypothesis on the nonlinear function f .

ASSUMPTION 2.2 Let f : [0, T ]× V → X be locally Lipschitz-continuous. Thus there
exists a real number L(R, T ) such that

| f (t1, v1)− f (t2, v2)| � L(|t1 − t2| + ‖v1 − v2‖) (2.3)

for all ti ∈ [0, T ] and ‖vi‖ � R, i = 1, 2.

Reaction–diffusion equations and the incompressible Navier–Stokes equations can
be cast into this abstract framework. This is verified in Section 3 of Henry (1981) and
in Lubich & Ostermann (1996). For a more general class of reaction–diffusion equations
that is included in our framework, we refer to Section 8.4 of Pazy (1983).

We do not distinguish between a norm and its corresponding operator norm. For
elements x = (x1, . . . , xs) in a product space, we set |x | = max(|x1|, . . . , |xs |) and
‖x‖ = max(‖x1‖, . . . , ‖xs‖), respectively. The norm of linear operators from Xs to V s

is denoted by ‖·‖V←X .

2.2 Numerical method

In this paper linearly implicit Runge–Kutta discretizations of parabolic problems are
studied. In the sequel we will review these methods in brief. For detailed descriptions,
refer to the monographs by Deuflhard & Bornemann (1994), Hairer & Wanner (1996), and
Strehmel & Weiner (1992).

A linearly implicit Runge–Kutta method with constant stepsize h > 0, applied to the
initial value problem (2.1), yields an approximation un to the value of the solution u at
tn = nh and is given by the internal stages

U ′ni + AUni = f (tn + αi h, Uni )+ h Jn

i∑
j=1

γi jU
′
nj + hγi gn

Uni = un + h
i−1∑
j=1

αi jU
′
nj , 1 � i � s

(2.4a)
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and the one-step recursion

un+1 = un + h
s∑

j=1

bjU
′
nj . (2.4b)

Here Jn and gn are approximations to the derivatives of −Au + f (t, u) with respect to the
variables u and t

Jn ≈ −A + Du f (tn, un), gn ≈ Dt f (tn, un).

The real numbers αi j , γi j , bi , αi , γi are the coefficients of the method. We always assume
that γi i > 0 for all i .

In contrast to fully implicit Runge–Kutta methods, where the numerical approximation
is given as the solution of nonlinear equations, un+1 is obtained from un by solving only
linear equations.

In order to write the numerical method more compactly, we introduce the following
matrix and vector notations

Γ = (γi j )1�i, j�s, Oι = (ai j )1�i, j�s, 1l = (1, . . . , 1)T ∈ R
s, (2.5a)

where ai j = αi j + γi j with αi j = 0 for i � j and γi j = 0 for i < j . Further we set

α = (α1, . . . , αs)
T , γ = (γ1, . . . , γs)

T (2.5b)

b = (b1, . . . , bs)
T , c = (c1, . . . , cs)

T = Oι1l. (2.5c)

The numerical scheme has order p if the error of the method, applied to ordinary
differential equations with sufficiently differentiable right-hand side, fulfils the relation
un − u(tn) = O(h p) for h → 0, uniformly on bounded time intervals.

A linearly implicit Runge–Kutta method is A(ϑ)-stable if the absolute value of the
stability function,

R(z) = 1+ zbT (I − zOι)−11l, (2.6)

is bounded by one for all z ∈ Mϑ = {z ∈ C ; |arg(−z)| � ϑ}. Note that (I − zOι) is
invertible in Mϑ since all γi i are positive. The numerical method is called strongly A(ϑ)-
stable if in addition the absolute value of R at infinity, R(∞) = 1 − bTOι−11l, is strictly
smaller than one.

Two types of linearly implicit Runge–Kutta methods are of particular interest.
Rosenbrock methods satisfy the conditions

αi =
i−1∑
j=1

αi j , γi =
i∑

j=1

γi j (2.7)

and use the exact Jacobians

Jn = −A + Du f (tn, un), gn = Dt f (tn, un). (2.8)
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As a prominent example, we mention the fourth-order method RODAS from Hairer &
Wanner (1996). It is strongly A(π/2)-stable and satisfies R(∞) = 0.

A second important class of linearly implicit methods is determined by the
requirements

αi =
i−1∑
j=1

αi j +
i∑

j=1

γi j , and Jn = −A, gn = 0.

In this paper such methods are called W-methods. This differs from the common diction
in the literature where this term is often used as a synonym for linearly implicit Runge–
Kutta methods. The operator A and the nonlinearity f are not determined uniquely, since
bounded parts of A, e.g., can be included into f . Therefore the assumption Jn = −A
is not as restrictive as it may seem at first. As an example of W-methods, we mention
the extrapolated linearly implicit Euler method which is described briefly in Section 3 of
Lubich & Ostermann (1995), see also Hairer & Wanner (1996). It is strongly A(ϑ)-stable
with ϑ ≈ π/2 and satisfies R(∞) = 0.

3. Non-smooth data error estimates

In Theorem 3.1 below we state the main result of this paper. We give a non-smooth data
error estimate for a general class of linearly implicit methods. For smooth initial data, their
convergence is studied in Lubich & Ostermann (1995), Ostermann & Roche (1993), and
Schwitzer (1995).

THEOREM 3.1 Let (2.1) satisfy Assumptions 2.1 and 2.2, and let u0 ∈ V be such that
the solution u remains bounded in V for 0 � t � T . Apply a strongly A(ϑ)-stable linearly
implicit Runge–Kutta method of order at least one with ϑ > ϕ to this initial value problem,
and assume that ‖Jn + A‖X←V as well as |gn| are uniformly bounded for 0 � tn � T .
Then there exist constants h0 and C such that for all stepsizes 0 < h � h0 the numerical
solution un satisfies the estimate

‖un − u(tn)‖ � C
(

t−1
n h + t−α

n h |log h|
)

for 0 < tn � T .

The constants h0 and C depend on T and the bound of u, on the quantities appearing in
Assumptions 2.1 and 2.2, and moreover on the numerical method.

This result can be applied directly to W-methods and Rosenbrock methods. For W-
methods this is obvious since Jn = −A and gn = 0. For Rosenbrock methods we have to
suppose that the first derivatives of the nonlinearity f are locally bounded. Then, due to
(2.8), Theorem 3.1 is applicable.

To study the long-term dynamics of the evolution equation (2.1), apart from a non-
smooth data error estimate for finite times, an error estimate for the derivative of the
solution with respect to the initial value is often needed, see Stuart (1995). This derivative,
evaluated at the point u0, is a linear operator on V and is denoted here by v(t) = Du(t; u0).
Consequently (u, v) satisfies the system(

u′
v′

)
+

(
A 0
0 A

) (
u
v

)
=

(
f (t, u)

Du f (t, u)v

)
(3.1)
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with initial value (u0, v0)
T , where v0 is the identity on V . The derivative of the numerical

solution un with respect to the initial value is denoted by vn = Dun(u0). It is just the
second component of the linearly implicit Runge–Kutta solution of (3.1) at tn = nh.

We are now in a position to state the following result.

COROLLARY 3.1 In addition to the assumptions of Theorem 3.1, let the Fréchet
derivative Du f (t, u) be locally Lipschitz-continuous with respect to the variables t and
u, and bounded as a linear operator from V to X , uniformly in t and u. Then there exist
constants h0 and C such that for 0 < h � h0 the estimate

‖vn − v(tn)‖ � C
(

t−1
n h + t−α

n h |log h|
)

, 0 < tn � T

is satisfied. Apart from the quantities given in Theorem 3.1, the maximum stepsize h0 and
the constant C depend on the Lipschitz constants of Du f .

Proof of Corollary 3.1. Obviously (3.1) satisfies Assumptions 2.1 and 2.2. In order to apply
Theorem 3.1, it remains to show that v(t) is bounded by a constant, uniformly for 0 � t �
T . By means of the variation-of-constants formula, v can be represented as

v(t) = e−t A +
∫ t

0
e−(t−τ)A Du f (τ, u(τ )) v(τ ) dτ,

see Henry (1981, Lemma 3.3.2). Applying the estimates given in Lemma 6.3 (see later),
the boundeness of v follows from a Gronwall inequality given in Section 1.2.1 of Henry
(1981). ✷

Proof of Theorem 3.1. Our basic idea is to compare the numerical solution, obtained with
the linearly implicit method, with the solution of a suitably chosen implicit Runge–Kutta
method.

(a) First we apply a linearly implicit method to (2.1) which gives (2.4). In order to
write (2.4) more compactly, we employ the following vector notation

Un = (Un1, . . . , Uns)
T , U ′n = (U ′n1, . . . , U ′ns)

T

Fn =
(

f (tn + α1h, Un1), . . . , f (tn + αsh, Uns)
)T

.
(3.2)

Together with (2.5) we get

U ′n + (I ⊗ A)Un = Fn + (Γ ⊗ h Jn)U ′n + γ ⊗ hgn (3.3a)

Un = 1l⊗ un +
(
(Oι− Γ )⊗ hI

)
U ′n (3.3b)

un+1 = un + (bT ⊗ hI )U ′n . (3.3c)

Here we have used Kronecker product notation. Thus the (k, m)-th component of B ⊗ A,
where A is a linear operator and B an arbitrary matrix with coefficients bi j , is given
by bkm A. For notational simplicity, we write B ⊗ h A instead of B ⊗ (h A). We further
distinguish between the identity matrix I on R

s and the identity operator I on X or V .
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Inserting (3.3b) into (3.3a) and setting Dn = Jn + A, we get

U ′n = (I ⊗ I +Oι⊗ h A)−1(−1l⊗ (Aun)+ Fn + (Γ ⊗ h Dn)U ′n + γ ⊗ hgn
)
.

Together with (3.3c) this yields the recursion

un+1 = R(−h A) un + (bT ⊗ hI )(I ⊗ I +Oι⊗ h A)−1(
Fn + (Γ ⊗ h Dn)U ′n + γ ⊗ hgn

)
. (3.4)

(b) Next we compare this numerical solution with the following implicit Runge–Kutta
discretization

Ũ ′n + (I ⊗ A)Ũn = F̃n (3.5a)

Ũn = 1l⊗ ũn + (Oι⊗ hI )Ũ ′n (3.5b)

ũn+1 = ũn + (bT ⊗ hI )Ũ ′n . (3.5c)

Here we have used the same abbreviations as in (3.2) (replacing Un with Ũn , etc). In
particular we set

F̃n =
(

f (tn + c1h, Ũn1), . . . , f (tn + csh, Ũns)
)T with c = Oι1l.

A similar calculation as before yields

ũn+1 = R(−h A) ũn + (bT ⊗ hI )(I ⊗ I +Oι⊗ h A)−1 F̃n . (3.6)

(c) The difference between the linearly implicit solution un and the Runge–Kutta solution
ũn is denoted by en = un − ũn . In accordance with that, En and E ′n are defined by En =
Un − Ũn and E ′n = U ′n − Ũ ′n , respectively. Taking the difference between (3.4) and (3.6)
gives

en+1 = R(−h A) en + (bT ⊗ hI )(I ⊗ I +Oι⊗ h A)−1(
Fn − F̃n + (Γ ⊗ h Dn)U ′n + γ ⊗ hgn

)
.

Solving this recursion yields

en+1 = (bT ⊗ hI )
n∑

ν=0

(I ⊗ I +Oι⊗ h A)−1 (
I ⊗R(−h A)n−ν

)
(
Fν − F̃ν + (Γ ⊗ h Dν)U

′
ν + γ ⊗ hgν

)
, (3.7)

where we have already used the fact that both methods start with the same initial value u0.
Since f is locally Lipschitz-continuous, we have

|Fn − F̃n| � L
(
h max

1�i�s
|αi − ci | + ‖En‖

)
for ‖Un‖, ‖Ũn‖ � R. We suppose for a moment that the radius R can be chosen
independently of n. This will be justified at the end of the proof.
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From the last equation and the uniform boundedness of Dn and gn we get

‖en+1‖ � Ch
n∑

ν=0

∥∥(I ⊗ I +Oι⊗ h A)−1 (
I ⊗R(−h A)n−ν

) ∥∥
V←X(‖Eν‖ + h

∥∥U ′ν
∥∥+ h

)
. (3.8)

(d) We now derive several relations that are necessary to bound en+1. First we consider
hU ′n . From (3.3b) and (3.5b) we get

(Γ ⊗ hI )U ′n = 1l⊗ en + (Oι⊗ hI )E ′n − En . (3.9)

In order to eliminate E ′n , we multiply (3.9) by (I ⊗ Jn) and insert it into the difference of
(3.3a) and (3.5a). This yields

(I ⊗ I +Oι⊗ h A)E ′n = −1l⊗ (Aen)+ 1l⊗ (Dnen)+ Fn − F̃n

+ (Oι⊗ h Dn)E ′n − (I ⊗ Dn)En + γ ⊗ hgn . (3.10)

We multiply this identity by (I ⊗ I + Oι ⊗ h A)−1. The existence of this operator is
guaranteed by Lemma 6.5. Applying (6.2) to the term involving Aen and (6.3) with ρ = α

to the remaining expressions gives

h‖E ′n‖ � C ‖en‖ + Ch1−α‖En‖ + Ch2−α

for h sufficiently small. Together with (3.9) we get

h‖U ′n‖ � C ‖en‖ + C ‖En‖ + Ch2−α. (3.11)

It remains to express En in terms of en . Regrouping (3.9) we have

En = 1l⊗ en + ((Oι− Γ )⊗ hI )E ′n − (Γ ⊗ hI )Ũ ′n . (3.12)

In order to estimate hŨ ′n , we use (3.5b) in the form

(Oι⊗ hI )Ũ ′n = −1l⊗ ũn + Ũn . (3.13)

Each component on the right-hand side of (3.13) can be written as

u(tn)− ũn + Ũni − u(tn + ci h)+
∫ tn+ci h

tn
u′(τ ) dτ. (3.14)

Applying the triangular inequality as well as Lemma 6.4 and Lemma A.1 gives

h‖Ũ ′n‖ � C
(

t−1
n h + t−α

n h |log h|
)

for n � 1.

Therefore we finally get from (3.12)

‖En‖ � C ‖en‖ + C
(

t−1
n h + t−α

n h |log h|
)

for n � 1. (3.15)
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Note that ‖E0‖ and thus h‖U ′0‖ are bounded by a constant.

(e) Inserting (3.11) and (3.15) into (3.8), we obtain with (6.4) and Lemma 6.1

‖en‖ � Ch
n−1∑
ν=1

t−α
n−ν‖eν‖ + C

(
t−1
n h + t−α

n h |log h|
)

.

Applying the discrete Gronwall Lemma 6.2, we get

‖un − ũn‖ = ‖en‖ � C
(

t−1
n h + t−α

n h |log h|
)

(3.16)

due to linearity. The desired estimate

‖un − u(tn)‖ � ‖un − ũn‖ + ‖ũn − u(tn)‖ � C
(

t−1
n h + t−α

n h |log h|
)

finally follows with Lemma A.1.

(f) We still have to show that the numerical solution remains in a ball of radius R. Note
that the exact solution as well as the Runge–Kutta solution are bounded on [0, T ]. We take
R sufficiently large and choose a smooth cut-off function

χ : V → [0, 1] with χ(v) =
{

1 if ‖v‖ � R,

0 if ‖v‖ � 2R.

Since f (t, χ(u) ·u) has a global Lipschitz constant, we infer from (3.16) that the numerical
solution, obtained with this new f , is bounded by R for h sufficiently small. It thus
coincides with the numerical solution, obtained with the original f . This concludes the
proof of Theorem 3.1. ✷

4. Applications

As already mentioned in the introduction, Theorem 3.1 together with Corollary 3.1 can
be used to study the question of whether the continuous dynamics of a parabolic equation
is correctly represented in its discretization. A result in this direction is given in Lubich
& Ostermann (1996) for Runge–Kutta discretizations of periodic orbits. The proof there
carries over literally to linearly implicit Runge–Kutta methods. Note that the necessary
bounds for smooth initial data are provided by Lubich & Ostermann (1995) and Schwitzer
(1995). We do not give the details here.

Another immediate consequence of our non-smooth data error estimates are long-term
error bounds. As an illustration, we show below that exponentially stable solutions of (2.1a)
are uniformly approximated by linearly implicit Runge–Kutta methods over arbitrarily
long time intervals. Our presentation follows an idea of Larsson (1992). Alternatively one
might use directly the results of Stuart (1995). A close examination of their proofs shows
that they are applicable despite the additional |log h| term in our error estimate.

We recall that a solution u of (2.1a) is exponentially stable if there exist positive
constants τ and δ such that any solution v of (2.1a) with initial value v(τ0) ∈ V and
‖u(τ0)− v(τ0)‖ � δ satisfies

‖u(t)− v(t)‖ � 1
2‖u(τ0)− v(τ0)‖ for t � τ0 + τ . (4.1)
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This condition holds, for example, in the neighbourhood of an asymptotically stable fixed-
point due to its exponential attractivity.

THEOREM 4.1 In addition to the assumptions of Theorem 3.1, let the solution u be
exponentially stable and globally bounded. Then, for any choice of t∗ > 0, there are
positive constants C and h0 such that for all stepsizes 0 < h � h0 we have

‖un − u(tn)‖ � Ch |log h| for tn ∈ [t∗,∞). (4.2)

The constant C depends on t∗ and on τ , given by (4.1). Moreover it depends on the
quantities appearing in Assumptions 2.1 and 2.2, on the numerical method, and on the
bound for the solution.

It is remarkable that (4.2) holds for quite crude approximations to the Jacobian. For
example, the choice Jn = A is possible without any assumption on the growth of the
semigroup, i.e. on the sign of the constant ω appearing in (2.2).

Proof. Henceforth, the constants δ and τ have the same meaning as in the definition of
exponentially stable solutions. Since the solution u is globally bounded in V , it stays in a
ball of radius R/2, say. We may assume that t∗ � τ and set T = 2τ+t∗. Then Theorem 3.1
shows the existence of a constant C∗ = C∗(R, t∗, T ) with

‖un − u(tn)‖ � C∗h |log h| for t∗ � tn � T and 0 < h � h0. (4.3a)

After a possible reduction of δ and h0, we have h0 � τ and

C∗h |log h| � δ/2 � R/4 for 0 < h � h0. (4.3b)

Assume for a moment that the estimate

‖un − u(tn)‖ � 2C∗h |log h| , t∗ + kτ < tn � t∗ + (k + 1)τ

holds for some k � 2, and let m be such that (m− 1)h < τ � mh. Further denote by vn(t)
the solution of (2.1a) with initial value vn(tn) = un . From Theorem 3.1 and the exponential
stability (4.1), we get

‖un+m − u(tn+m)‖ � ‖un+m − vn(tn+m)‖ + ‖vn(tn+m)− u(tn+m)‖
� C∗h |log h| + 1

2‖un − u(tn)‖ � 2C∗h |log h| � δ.

The bound (4.2) with C = 2C∗ thus follows from (4.3) by induction. ✷

The above result can also be used to obtain stability bounds for splitting methods. As
an example, we consider the linear problem

u′ + Au = Bu, u(0) = u0 (4.4)

and its discretization by the linearly implicit Euler method

un+1 = (I + h A)−1(I + h B)un .
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Since A and B are treated in a different way, this scheme can be interpreted as a splitting
method.

We assume that the operator A satisfies Assumption 2.1 and that B is bounded as an
operator from V to X . Thus B − A is the infinitesimal generator of an analytic semigroup
on V , see Corollary 1.4.5 of Henry (1981). We further suppose that this semigroup satisfies∥∥e−t (A−B)

∥∥ � Ce−κt for t � 0 (4.5)

with some κ > 0. We then have the following result.

COROLLARY 4.1 Under the above assumptions, for any κ̃ < κ , there are positive
constants C and h0 such that for 0 < h � h0∥∥(

(I + h A)−1(I + h B)
)n∥∥ � Ce−κ̃nh for n � 1.

The constant C depends on κ and κ̃ , on the quantities appearing in Assumption 2.1, and on
‖B‖X←V .

This proves the stability of the above splitting scheme for sufficiently small stepsizes.
We are not aware of any other proof for this result, apart from the case α = 0 where B has
to be bounded on X .

Proof. For given κ , we choose 0 � κ̃ < µ < κ and consider the equation

w′ + Aw = B̃w with B̃ = µI + (1+ hµ)B.

For h sufficiently small, the solutions of this problem are exponentially stable, since there
exists some ε > 0 such that∥∥e−t (A−B̃)

∥∥ � Ce−εt for t � 0.

This follows from Theorem 3.2.1 of Pazy (1983). Note that B̃ has a Lipschitz constant that
depends on µ, h0, ‖B‖X←V , but not on h. Due to linearity, we obtain from Theorem 3.1
and Theorem 4.1 the estimate∥∥(

(I + h A)−1(I + h B̃)
)n∥∥ � C for n � 1.

The desired bound finally follows from I + h B̃ = (1+ hµ)(I + h B). ✷

5. Refined error estimate

Theorem 3.1 essentially yields convergence of order one. In this section we show that we
can raise the order of convergence under slightly stronger assumptions on the data. To be
more specific, we require that f satisfies the following property.

ASSUMPTION 5.1 Let f : [0, T ]×V → X be locally Lipschitz-continuous with respect
to the norms ‖A−β

a · ‖ and |A−β
a · | for some 0 < β < 1− α, i.e.∣∣A−β

a

(
f (t1, v1)− f (t2, v2)

)∣∣ � L
(|t1 − t2| + ‖A−β

a (v1 − v2)‖
)

(5.1)

for all ti ∈ [0, T ] and vi ∈ V with ‖vi‖ � R, i = 1, 2. Further suppose that the first- and
second-order derivatives of f are locally Lipschitz bounded with respect to these norms
also.
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Let Xρ = D(Aρ
a ) for ρ > 0, and let X−ρ denote the completion of X with respect to

the norm |A−ρ
a · |. We require that the approximations Dn to the Jacobian Du f (tn, un) are

uniformly bounded as mappings from Xα−β to X−β , i.e.

‖A−β
a Dn Aβ

a ‖X←V � C for 0 � tn < T , (5.2)

with the same β as above.
For the convenience of the reader, we recall that the coefficients of a Rosenbrock

method of order p = 2 satisfy

bT 1l = 1 and bTOι1l = bT c = 1
2 , (5.3a)

whereas general linearly implicit Runge–Kutta methods of order two further fulfil the order
conditions

bT α = 1
2 , bT γ = 0, bT Γ 1l = 0. (5.3b)

We are now in a position to state the refined error estimate.

THEOREM 5.1 In addition to the assumptions of Theorem 3.1, let Assumption 5.1
and (5.2) hold. Further, suppose that the method (2.4) has order p � 2. Then there exist
constants h0 and C such that for all stepsizes 0 < h � h0 the numerical solution un

satisfies the estimate

‖un − u(tn)‖ � C t−1−β
n h1+β for 0 < tn � T .

The constants h0 and C depend on the constants appearing in Assumption 5.1 and in (5.2),
as well as on the quantities specified in Theorem 3.1.

Proof. This proof is an extension of the proof of Theorem 3.1. We thus concentrate on
those aspects that go beyond that proof.

(a) We have to estimate the difference Fn − F̃n in (3.7) more carefully. Taylor series
expansion gives

Fn − F̃n = (α − c)⊗ h Dt f (tn, un)+ (
I ⊗ Du f (tn, un)

)
En +∆n . (5.4)

We note for later use that the remainder ∆n is bounded by∣∣(I ⊗ A−β
a

)
∆n

∣∣ � C ‖en‖ + C tβ−1
n h1+β. (5.5)

This follows from Assumption 5.1, the preliminary bound ‖en‖ � C , and

h
∥∥(
I ⊗ A−β

a

)
E ′n

∥∥ � C
(

hβ‖en‖ + tβ−1
n h1+β

)
h

∥∥(
I ⊗ A−β

a

)
U ′n

∥∥+ ∥∥(
I ⊗ A−β

a

)
En

∥∥ � C
(
‖en‖ + tβ−1

n h
)

.
(5.6)

The boundedness of en is an immediate consequence of Theorem 3.1, whereas (5.6) is
obtained in a similar way to the bound for h‖E ′n‖. Using (5.1) and (5.2), we get from (3.10)

h‖(I ⊗ A−β
a )E ′n‖ � C

(
hβ‖en‖ + h1−α‖(I ⊗ A−β

a )En‖ + h2−α|A−βgn|
)

,
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and since α + β < 1, this implies

h‖(I ⊗ A−β
a )E ′n‖ � C

(
hβ‖en‖ + hβ‖(I ⊗ A−β

a )En‖ + h1+β
)

. (5.7)

Further, a direct estimate of (3.12) gives

‖(I ⊗ A−β
a )En‖ � C

(
‖en‖ + h‖(I ⊗ A−β

a )E ′n‖ + h‖(I ⊗ A−β
a )Ũ ′n‖

)
.

We thus have to bound h(I⊗ A−β
a )Ũ ′n . Using Lemma 6.4 and (A.4), we obtain from (3.13)

h‖(I ⊗ A−β
a )Ũ ′n‖ � C tβ−1

n h.

Reinserting this bound into the above estimates together with (3.9) finally gives (5.6).

(b) We first give the proof for Rosenbrock methods. Recall that in this case, the identities
Dn = Du f (tn, un) and gn = Dt f (tn, un) as well as α + γ = c hold. The latter follows
from (2.7) and (2.5). From (5.4) we obtain with (3.9)

Fn − F̃n + (Γ ⊗ h Dn)U ′n + γ ⊗ hgn = 1l⊗ (Dnen)+ (Oι⊗ h Dn)E ′n +∆n . (5.8)

We now insert this relation into (3.7) and start to estimate the recursion more carefully.
For this we denote the left-hand side of (5.8) by x and the operator on the right-hand side
of (3.7) by B. Using

|Aα
a Bx | � |Aα+β

a B| · |A−β
a x |

together with (5.5), (5.6) and Lemma 6.5, we obtain

‖en‖ � Ch
n−1∑
ν=1

t−α−β
n−ν ‖eν‖ + C tβ−1

n h1+β. (5.9)

The discrete Gronwall Lemma 6.2 and the corresponding bound (A.3) for Runge–Kutta
methods finally yield the desired result.

(c) For general linearly implicit Runge–Kutta methods, the identities Dn = Du f (tn, un)

and gn = Dt f (tn, un) are not necessarily valid. Instead, we have to use the additional
order conditions (5.3), combined with an elimination process. We illustrate this with the
term (α − c)⊗ h Dt f (tn, un) from (5.4). Inserted in (3.7), it gives

(bT ⊗ hI )
n∑

ν=0

(I ⊗ I +Oι⊗ h A)−1 (
I ⊗R(−h A)n−ν

)
(α − c)⊗ h Dt f (tν, uν) (5.10)

where a direct estimate would only give order one. We first split

R(−h A)n = rn + (
R(−h A)n − rn)

with r = R(∞).

The term with rn can be estimated as in the proof of Theorem 3.1. Since |r | < 1, we get
an additional factor h1−α and hence the desired factor hβ . For the second term, we use the
identity

(bT ⊗ I )(I ⊗ I +Oι⊗ h A)−1 = bT ⊗ I − (bTOι⊗ h A)(I ⊗ I +Oι⊗ h A)−1
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together with the order conditions (5.3). This yields∥∥(bT ⊗ I )(I ⊗ I +Oι⊗ h A)−1((α − c)⊗ (
R(−h A)n − rn) )∥∥

V←X

� Chβ
∣∣(bTOι⊗ (h Aa)1−β

)
(I ⊗ I +Oι⊗ h A)−1

∣∣ · ∣∣Aα+β
a

(
R(−h A)n − rn)∣∣.

An application of Lemma 6.5 thus shows that (5.10) gives a contribution of order h1+β .
The other terms in (3.7) are treated similarly and we again obtain (5.9). This concludes the
proof. ✷

6. Lemmas for Section 3 and Section 5

In this section we collect several results that we have used in the proofs of Theorem 3.1,
Corollary 3.1, and Theorem 5.1. We start with a discrete convolution of weakly singular
functions.

LEMMA 6.1 For n ∈ N and h > 0, let tn = nh. Then the following relation holds for
0 � ρ < 1

h
n−1∑
ν=1

t−ρ
n−ν t−σ

ν �


Ct1−ρ−σ

n for 0 � σ < 1,

Ct−ρ
n |log h| for σ = 1,

Ct1−ρ−σ
n nσ−1 for σ > 1.

Proof. We interpret the left-hand side as a Riemann-sum and estimate it by the
corresponding integral. ✷

An integrable function ε : [0, T ]→ R with the property

0 � ε(t) � a
∫ t

0
(t − τ)−ρε(τ ) dτ + b t−σ for 0 � ρ, σ < 1

fulfils the estimate 0 � ε(t) � Ct−σ , see Section 1.2.1 of Henry (1981). We next formulate
a discrete version of this Gronwall lemma.

LEMMA 6.2 For h > 0 and T > 0, let 0 � tn = nh � T . Further assume that the
sequence of non-negative numbers εn satisfies the inequality

εn � ah
n−1∑
ν=1

t−ρ
n−νεν + b t−σ

n

for 0 � ρ < 1 and a, b � 0. Then the following estimate holds

εn �
{

Cb t−σ
n for 0 � σ < 1,

Cb
(
t−1
n + t−ρ

n |log h| ) for σ = 1,

where the constant C depends on ρ, σ , a, and on T .
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Proof. This can be shown by using similar arguments as in the proof of Theorem 1.5.5 in
Brunner & van der Houwen (1986). We omit the details. ✷

For the remainder of this section, we suppose that the assumptions of Theorem 3.1 are
fulfiled. In particular we have 0 � α < 1.

LEMMA 6.3 The analytic semigroup e−t A satisfies the bound∣∣Aρ
a e−t A

∣∣ � Ce−at t−ρ for t > 0 and ρ � 0.

Proof. This is Theorem 1.4.3 of Henry (1981). ✷

LEMMA 6.4 Let u denote the solution of (2.1) with initial value u0∈V , and let 0 �ρ � 1.
Then the derivative of u with respect to t satisfies the estimate

‖A−ρ
a u′(t)‖ � Ctρ−1 for 0 < t � T .

Proof. For α − ρ � 0 this bound is given in Theorem 3.5.2 of Henry (1981). In the
remaining case, it follows from the identity

Aα−ρ
a u′(t) = − A1−ρ

a e−t A · Aα
a u0 −

∫ t

0
A1+α−ρ

a e−(t−τ)A f (τ, u(τ )) dτ

+ Aα−ρ
a f (t, u(t))

and Lemma 6.3. ✷

We close this section with some estimates for the numerical discretization.

LEMMA 6.5 Under the assumptions of Theorem 3.1, the following bounds hold for 0 �
ρ < 1 and 0 < nh � T∣∣Aρ

a

(
R(−h A)n −R(∞)n)∣∣ � Ct−ρ

n , (6.1)∥∥∥(I ⊗ h A)(I ⊗ I +Oι⊗ h A)−1
∥∥∥ � C, (6.2)∣∣∣(I ⊗ Aρ

a )(I ⊗ I +Oι⊗ h A)−1
∣∣∣ � Ch−ρ, (6.3)∣∣∣(I ⊗ Aρ

a )(I ⊗ I +Oι⊗ h A)−1 (
I ⊗R(−h A)n)∣∣∣ � Ct−ρ

n . (6.4)

Proof. These estimates are standard. They follow from the resolvent condition (2.2) and
the interpolation result (see Theorem 1.4.4 in Henry 1981)∣∣∣Aρ

a (λI + A)−1
∣∣∣ � C

∣∣∣A(λI + A)−1
∣∣∣ρ · ∣∣∣(λI + A)−1

∣∣∣1−ρ

together with the Cauchy integral formula. Similar bounds are given in Lemma 2.3 of
Lubich & Ostermann (1993), and in Section 3 of Nakaguchi & Yagi (1997). Note that (6.1)
can also be derived from the proof of Theorem 3.5 in Lubich & Nevanlinna (1991). ✷
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Appendix A: Error estimates for Runge–Kutta methods

The present analysis relies strongly on non-smooth data error estimates for Runge–Kutta
methods. For the convenience of the reader, we recall the convergence results from Lubich
& Ostermann (1996).

For a given linearly implicit Runge–Kutta method of order p, we consider the
corresponding Runge–Kutta discretization of (2.1)

Ũ ′ni + AŨni = f (tn + ci h, Ũni )

Ũni = ũn + h
s∑

j=1

ai j Ũ
′
nj , ũn+1 = ũn + h

s∑
j=1

bj Ũ
′
nj

(A.1)

with the coefficients ai j , bi , ci as in (2.5). This diagonally implicit Runge–Kutta method
enjoys the following properties: It has order p, since the order conditions for Runge–Kutta
methods form a subset of those for linearly implicit methods. Due to c = Oι1l, its stage
order q is at least one. Moreover it has the same stability function and thus the same linear
stability properties as the underlying linearly implicit method. The existence of the Runge–
Kutta solution for A(ϑ)-stable methods follows from Theorem 2.1 in Lubich & Ostermann
(1996).

In Section 3 we have used the subsequent convergence result.

LEMMA A.1 Under the assumptions of Theorem 3.1, the following estimate holds for
0 < h � h0 and 0 < tn � T

‖ũn − u(tn)‖ + ‖Ũni − u(tn + ci h)‖ � C
(

t−1
n h + t−α

n h |log h|
)

.

For n = 0 the same bound holds as for n = 1. The constants C and h0 depend on the
quantities specified in Theorem 3.1.

Proof. This result is a sharper version of Theorem 2.1 in Lubich & Ostermann (1996). It
follows from (4.15) of loc. cit. with r = min(p, q + 1) � 1. Note that the first iterate of
the fixed-point iteration is not given correctly there. In the fourth line above formula (4.15)
of loc. cit., it should read

U (1)
ni = Xni + Yni + dni with dn = h

n∑
ν=0

Wn−ν

(
Fν(U

(0)
ν )− Gν

)
.

Using the Lipschitz condition for f , the bound then follows from Lemmas 4.2 and 4.3
of loc. cit. ✷
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Under the assumptions of Theorem 5.1, a refinement of Lemma A.1 is possible. For this
we note that the function g(t) = f (t, u(t)) satisfies

|A−β
a g′(t)| � K tβ−1, 0 < t � T . (A.2)

This follows from Assumption 5.1 and Lemma 6.4. We are now in a position to state this
refinement.

LEMMA A.2 Under the assumptions of Theorem 5.1, the following estimates hold for
0 < h � h0 and 0 < tn � T

‖ũn − u(tn)‖ + ‖Ũni − u(tn + ci h)‖ � C
(

t−2
n h2 + t−α−β

n h1+β
)
, (A.3)∥∥A−β

a

(̃
un − u(tn)

)∥∥+ ∥∥A−β
a

(
Ũni − u(tn + ci h)

)∥∥ � C tβ−1
n h. (A.4)

For n = 0 the same bounds hold as for n = 1. The constants C and h0 depend on the
quantities specified in Theorem 5.1.

Proof. This lemma is a sharper version of Theorem 2.3 of Lubich & Ostermann (1996).
The bound (A.3) follows essentially from Lemma 4.4 of loc. cit. There, a similar result
is proved under an additional assumption on g′′(t) which enters the estimate of Eh gδ(t).
Since we use here only information on g′(t), we have to estimate this term differently. We
proceed as in the proof of Lemma 4.3 of loc. cit. and split the integral∫ t

0

∥∥Eh1(t − τ)g′δ(τ )
∥∥ dτ �

∫ t/2

0

∥∥Eh1(t − τ)
∥∥

Xα←X−β

∣∣A−β
a g′δ(τ )

∣∣ dτ

+
∫ t

t/2

∥∥Eh1(t − τ)
∥∥

Xα←X

∣∣g′δ(τ )
∣∣ dτ.

The desired result
‖Eh gδ(tn)‖ � Ct−α−β

n h1+β

then follows from (A.2) and the bounds

‖Eh1(t)‖Xα←X � C min
(

t−1−αh2, h1−α
)

‖Eh1(t)‖Xα←X−β � C min
(

t−1−α−βh2, h1−α−β
)

for 0 � t � T . Since r = min(p, q + 1) � 2, we obtain (A.3) as in Lubich & Ostermann
(1996).

In order to verify (A.4), we consider the Runge–Kutta discretization of

x ′ + Ax = 0, x(0) = u0.

The proof of Theorem 1.2 in Le Roux (1979) shows that∥∥A−β
a

(̃
xn − x(tn)

)∥∥+ ∥∥A−β
a

(
X̃ni − x(tn + ci h)

)∥∥ � C tβ−2
n h2,

where xn denotes the Runge–Kutta approximation to x(tn) and X̃ni the corresponding stage
values. With this bound at hand, the desired result then follows as in Lemma A.1. ✷
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Abstract. This paper is concerned with the time discretization of nonlinear
evolution equations. We work in an abstract Banach space setting of ana-
lytic semigroups that covers fully nonlinear parabolic initial-boundary value
problems with smooth coefficients. We prove convergence of variable stepsize
backward Euler discretizations under various smoothness assumptions on the
exact solution. We further show that the geometric properties near a hyper-
bolic equilibrium are well captured by the discretization. A numerical example
is given.

1. Introduction

Within the past several years, nonlinear evolution equations of parabolic type
have attracted a lot of interest, both in theory and applications. This is due to
the fact that such equations are increasingly used for the description of processes
involving nonlinear diffusion or heat conduction. As examples we mention reaction-
diffusion equations that arise in combustion modeling, the Bellman equations from
stochastic control and the nonlinear Cahn-Hilliard equation from pattern forma-
tion in phase transitions. Further examples are semilinear problems with moving
boundaries, such as the Stefan problem that describes the melting of ice.

The knowledge about stability and convergence for time discretizations of non-
linear parabolic problems has also increased considerably. For Runge-Kutta dis-
cretizations of semilinear problems, asymptotically sharp error bounds are given in
[9]. Optimal convergence results for quasilinear problems in Hilbert spaces can be
found in [10], whereas the papers [5] and [13] deal with stability and convergence
of quasilinear problems in Banach spaces. Convergence of linearly implicit Runge-
Kutta methods for nonlinear parabolic problems is studied in [11]; corresponding
results for multistep discretizations can be found in [1] and [8]. For the fully non-
linear situation, however, not that much is known. A reason for this might be that
the analytical frameworks for fully nonlinear equations are often quite involved.

The present paper is based on a new and simple framework, given in [12], that
extends ideas from the semilinear case to the fully nonlinear one. This is done as
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follows. Consider a parabolic evolution equation

u′ = F (u), t > 0, u(0) given,(1.1)

on a Banach space X . The nonlinearity F is defined on an open subset D of a
second Banach space D ⊂ X and takes values in X . By linearizing F around a
state u∗ ∈ D, equation (1.1) takes the form of a semilinear problem

u′ = Au+ f(u), t > 0, u(0) ∈ D,
where A is a bounded operator from D to X . Under the assumption that A gener-
ates an analytic semigroup, we have a (formal) representation of the solution u by
the variation-of-constants formula

u(t) = etAu(0) +
∫ t

0

e(t−τ)Af(u(τ)) dτ, 0 ≤ t ≤ T.(1.2)

Since f(u(t)) is only defined for u(t) ∈ D, we have to consider the semiflow in D.
But as the analytic semigroup etA : X → D behaves like Ct−1, the integral on the
right-hand side might not exist in D. Consequently (1.2) cannot be used directly.

This is quite different to the semilinear case where intermediate spaces V between
X and D are considered. There, under the assumption that the function f is locally
Lipschitz continuous from V to X , a unique local solution can be constructed by a
fixed-point iteration relying on formula (1.2) (see [7] and [15]).

It turns out that the following slight modification of the variation-of-constants
formula

u(t) = etAu(0) +
∫ t

0

e(t−τ)A
(
f(u(τ)) − f(u(t))

)
dτ +

∫ t

0

eτA dτ f(u(t))(1.3)

is the basic tool for the analysis of fully nonlinear equations. Within the space of
α-Hölder continuous functions this relation has a precise meaning and is used to
prove existence and uniqueness of a local solution (see [12, Section 8]).

The aim of the present paper is to derive existence and convergence results for
time discretizations of (1.1). To keep this exposition in a reasonable length and
to avoid technical details, we restrict our attention to the backward Euler method,
but we allow variable stepsizes. The extension to strongly A(φ)-stable Runge-Kutta
methods with constant stepsizes will be given in [17]. To our knowledge, this is the
first paper that provides rigorous error bounds for variable stepsize discretizations
of nonlinear parabolic problems. The proofs are based on a global representation of
the numerical method by means of a discrete variation-of-constants formula similar
to (1.3).

In Section 2 we give the precise assumptions on the initial value problem (1.1)
and we present two examples of nonlinear parabolic initial-boundary value problems
that fit into this analytical framework. Besides, we introduce spaces of α-Hölder
continuous sequences on which our discrete framework is based.

Section 3 deals with the existence and uniqueness of the numerical solution,
and with convergence. More precisely, we prove in Theorem 3.3 the expected con-
vergence of order one for constant stepsize discretizations of sufficiently smooth
solutions. For variable stepsizes and/or less regular solutions, we show convergence
of reduced order.

In Section 4 we study the question whether the dynamics of the analytical prob-
lem is well captured by the discretization. As an illustration, we consider expo-
nentially stable equilibria and show that the numerical solution locally exists for
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all positive times and decays exponentially towards the equilibrium. A numerical
experiment that is in line with our theoretical result is presented.

The auxiliary results for Sections 3 and 4 are finally given in Section 5.

2. Analytical framework and examples

In this section we give the precise hypotheses for (1.1) and further introduce
some notation that will be used throughout the paper.

We work in the analytical framework given by [12]. Let (X, ‖·‖) and (D, ‖·‖D)
be two Banach spaces with D densely embedded in X , and denote by D an open
subset of D. We consider the abstract initial value problem

u′(t) = F (u(t)), t > 0, u(0) ∈ D.(2.1)

Derivatives with respect to the argument of a function are henceforth denoted by
a prime. Our assumptions on the nonlinearity F are the following.

Assumption 2.1. We assume that the function F : D → X is Fréchet differen-
tiable and that its derivative F ′ : D → L(D,X) has the following properties.

(i) F ′ is locally Lipschitz continuous; i.e., for each u∗ ∈ D there exist R > 0 and
L > 0 such that ∥∥F ′(v)− F ′(w)

∥∥
D→X ≤ L‖v − w‖D,(2.2)

for all v, w ∈ D with ‖v − u∗‖D ≤ R and ‖w − u∗‖D ≤ R.
(ii) For every u∗ ∈ D the operator F ′(u∗) is sectorial; i.e., there exist θ ∈ (0, π/2),

ω0 ∈ R and M > 0 such that if z ∈ C and | arg(z − ω0)| ≤ π − θ, then z − F ′(u∗)
has a bounded inverse in X and∥∥(z − F ′(u∗))−1

∥∥
X→X ≤

M

|z − ω0|
.(2.3)

(iii) For every u∗ ∈ D the graph-norm of F ′(u∗) is equivalent to the norm of D.

Under these assumptions, it is known that (2.1) has a locally unique solution
(see [12, Theorem 8.1.1]). This solution u ∈ C([0, δ], D) ∩ C1([0, δ], X) has the
regularity property u ∈ Cαα ((0, δ], D) for arbitrary 0 < α < 1. For the convenience
of the reader we recall the definition of the space Cαα . For a Banach space (B, ‖·‖B),
Cαα ((0, δ], B) is the space of all bounded functions v : (0, δ]→ B such that t 7→ tαv(t)

0ωθ

Figure 1. Condition (2.3) holds for all z outside the shaded cone.
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is α-Hölder continuous in (0, δ]. This space is endowed with the norm

‖v‖Cαα((0,δ],B) = sup
0<t≤δ

‖v(t)‖B + sup
0<s<t≤δ

‖v(t)− v(s)‖B
(t− s)α sα.

We next give two nonlinear initial-boundary value problems that fit into our
framework. More examples can be found in [12].

Example 2.2 (Combustion of a solid fuel, [3, Section 6.7]). Let U(t, x) denote the
temperature of a combusting solid fuel at position x ∈ [0, 1] and time t ≥ 0. A model
for the evolution of U is given by the nonlinear initial-boundary value problem

∂tU(t, x) = ∂x

(
k
(
∂xU(t, x)

)
∂xU(t, x)

)
+ ϕ(U(t, x)), 0 < x < 1, t > 0,(2.4)

with homogeneous Neumann boundary conditions ∂xU(t, 0) = ∂xU(t, 1) = 0 for all
t > 0 and initial condition U(0, x) = U0(x) for 0 < x < 1. We assume that the
diffusion coefficient k is twice differentiable, with bounded second derivative, and
that it satisfies the uniform ellipticity condition

k(y) + yk′(y) ≥ κ > 0 for all y ∈ R.(2.5)

We further suppose that ϕ has a locally Lipschitz continuous derivative and that the
initial value U0 is twice continuously differentiable and satisfies the compatibility
conditions U ′0(0) = U ′0(1) = 0.

Choosing X = C([0, 1]) and D = {v ∈ C2([0, 1]) : v′(0) = v′(1) = 0} allows us
to write (2.4) in the abstract form (2.1) with u(t) = U(t, ·) and

F (v) =
(
k(v′)v′

)′ + ϕ(v).

The smoothness assumptions on k and ϕ immediately imply condition (i) of As-
sumption 2.1, and the ellipticity condition (2.5) implies (ii) and (iii) there.

Equally, it can be shown that our assumptions are satisfied for the Banach spaces
X = L2(0, 1) and D = {v ∈ H2(0, 1) : v′(0) = v′(1) = 0}. This follows from the
well-known embedding H1(0, 1) ⊂ C([0, 1]).

Example 2.3 (Semilinear problem with moving boundary). We consider the semi-
linear parabolic problem

∂tV (t, y) = ∂yyV (t, y) + ϕ
(
V (t, y), ∂yV (t, y)

)
, 0 < y < b(t), t > 0,(2.6a)

with homogeneous Dirichlet boundary conditions V (t, 0) = V (t, b(t)) = 0 for t > 0
and initial condition V (0, y) = V0(y) for 0 < y < b(t). Here the position of the
right boundary b(t) is determined by the ordinary differential equation

∂tb(t) = ψ
(
b(t), V (t, b(t)), ∂yV (t, b(t))

)
, t > 0, b(0) = 1.(2.6b)

We assume that ϕ and ψ have locally Lipschitz continuous derivatives and that V0

is twice continuously differentiable with V0(0) = V0(1) = 0.
The famous Stefan problem that models the melting of ice is of this form by

taking ϕ = 0 and ψ(p, q, r) = −βr with a positive constant β (see [16, Section 15.4]).
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Changing the variables U(t, x) = V (t, b(t)x) transforms problem (2.6) to the
interval 0 ≤ x ≤ 1, and we obtain the nonlinear system

∂tU(t, x) =
∂xxU(t, x)
b(t)2

+ ϕ

(
U(t, x),

∂xU(t, x)
b(t)

)
+
x∂tb(t)
b(t)

∂xU(t, x),

∂tb(t) = ψ

(
b(t), U(t, 1),

∂xU(t, 1)
b(t)

)
, 0 < x < 1, t > 0,

(2.7)

with boundary conditions U(t, 0) = U(t, 1) = 0 for t > 0 and initial conditions
U(0, x) = V0(x) for 0 < x < 1 and b(0) = 1.

We choose X = C([0, 1])×R and D =
{
v ∈ C2([0, 1]) : v(0) = v(1) = 0

}
×R, and

since the projection P : C([0, 1])→ R : v 7→ v(1) is continuous, the conditions (i),
(ii), and (iii) of Assumption 2.1 are again easily verified.

We finish this section by introducing some notation. The aim of the paper is
the analysis of backward Euler discretizations of (2.1) which are given as sequences
u0, u1, . . . , uN in D, corresponding to a grid 0 = t0 < t1 < · · · < tN ≤ T . This
motivates the consideration of the following discrete norms and seminorms in XN :

µ(v) = sup
1≤n≤N

‖vn‖, λα(v) = sup
1≤k<n≤N

‖vn − vk‖
(tn − tk)α

tαk ,

|||v|||α = µ(v) + λα(v),
(2.8a)

for v = (vn)Nn=1 ∈ XN and 0 < α < 1. Analogously, we denote

µD(v) = sup
1≤n≤N

‖vn‖D, λD,α(v) = sup
1≤k<n≤N

‖vn − vk‖D
(tn − tk)α

tαk ,

|||v|||D,α = µD(v) + λD,α(v),
(2.8b)

for v ∈ DN . Further we define µβ for 0 ≤ β ≤ 1 and v ∈ XN
β through

µβ(v) = sup
1≤n≤N

‖vn‖β.(2.9)

Here (Xβ , ‖·‖β) denotes the real interpolation space (X,D)β,∞ between X and D
(see [12, Section 1.2.1]). Note that ||| · |||α and ||| · |||D,α are discrete versions of the
norms ‖·‖Cαα((0,δ],X) and ‖·‖Cαα((0,δ],D), respectively.

3. Convergence analysis of the backward Euler solution

In this section we study the backward Euler method for discretizing (2.1) in
time. We show that a unique numerical solution exists for finite times, provided
that the maximal stepsize is chosen sufficiently small. We further derive convergence
estimates under various smoothness assumptions on the exact solution.

We first consider a local situation for which more precise estimates can be ob-
tained. For this, it is convenient to linearize (2.1) around the initial value u(0).
This gives the (formally) semilinear problem

u′ = Au+ f(u), t > 0, u(0) ∈ D,(3.1)

where A = F ′(u(0)) and f(u) = F (u)−Au for u ∈ D. In view of (2.2), there exist
R > 0 and L > 0 such that

‖f(v)− f(w)‖ ≤ L% ‖v − w‖D,(3.2)

for all ‖v − u(0)‖D ≤ % ≤ R and ‖w − u(0)‖D ≤ % ≤ R (see proof of Lemma 5.2).



130 C. GONZÁLEZ, A. OSTERMANN, C. PALENCIA, AND M. THALHAMMER

Since the backward Euler method is invariant under linearization, the numerical
approximation un to u(tn) is given by the recursion

un − un−1

hn
= Aun + f(un), 1 ≤ n ≤ N,(3.3)

with tn = tn−1 + hn for 1 ≤ n ≤ N and t0 = 0. Here hn > 0 denotes the stepsize
which is chosen according to accuracy requirements. The starting value u0 ∈ D is
allowed to be different from u(0).

We remark that, due to (2.3) with u∗ = u(0) and (3.2), the nonlinear equation
(3.3) has a unique solution un ∈ D for stepsizes hn satisfying hnω0 < 1, as long as
‖un−1 − u(0)‖D ≤ % for a certain % > 0. In fact, (3.3) can be solved by standard
fixed-point iteration (see Lemma 5.2). Let us point out, however, that already after
one single step we can only expect

‖u1 − u(0)‖D ≤ C%,

where C > 1. Thus, after a finite number of steps, independently of the stepsizes,
the validity of (3.2) is no longer guaranteed. Therefore, this step-by-step approach
is not suited to construct the numerical solution on a finite time interval [0, T ].

In order to overcome this difficulty, we adopt a global approach relying on the
discrete variation-of-constants formula

un = r(tn, 0)u0 +
n∑
k=1

hk r(tn, tk−1) f(uk),(3.4)

where the discrete transition operator r(tn, tk) is defined by

r(tn, tk) = (1− hnA)−1 · · · (1 − hk+1A)−1, 0 ≤ k < n ≤ N,(3.5)

and r(tk, tk) = 1. Note that this operator is well defined for

max
1≤k≤N

hk ≤ h, if hω0 < 1.(3.6)

The numerical solution of (3.1) can be constructed by fixed-point iteration in (3.4).
This is based on the fact that the nonlinear operator

Φ : B ⊂ DN −→ DN : v 7−→ Φ(v) = ru0 +K(f(v)),(3.7a)

with r = (r(tn, 0))Nn=1, f(v) = (f(vn))Nn=1 for v = (vn)Nn=1 ∈ DN , and

K(w) =
( n∑
k=1

hk r(tn, tk−1)wk
)N
n=1

for w = (wn)Nn=1 ∈ XN ,(3.7b)

is a contraction for a suitably chosen subset B. Unfortunately, it turns out that
the interval of existence is limited by the fact that |||Φ(u0) − u0|||D,α has to be
sufficiently small, for u0 = (u0, . . . , u0)N . Thus, nothing can be said about the size
of tN in this approach. This kind of difficulty also appears when constructing the
continuous solution (see [12, Theorem 8.1.1]).

However, the global approach based on the convolution operator in (3.7b) turns
out to be useful in order to derive preliminary convergence estimates. Eventually,
these estimates can be used to establish the existence of the numerical solution for
finite times.

Assume for a moment that the backward Euler approximations u0, u1, . . . , uN
to the solution exist. We set ũn = u(tn) and denote the errors by en = ũn − un.
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Inserting the exact solution into the numerical scheme defines the defects dn by

ũn − ũn−1

hn
= Aũn + f(ũn) + dn, 1 ≤ n ≤ N.

Subtracting (3.3) from this identity gives the error recursion

e = re0 +K
(
f(ũ)− f(u)

)
+K(d),(3.8)

where e = (e1, e2, . . . , eN)T ∈ DN , etc.
Let C3 and R be the constants provided by Lemma 5.3 for u∗ = u(0). We will

show below that after a possible reduction of T , we may assume that there exists
0 < % ≤ R such that

µD(ũ− u(0)) ≤ %, µD(u− u(0)) ≤ %,
C3C5(2%+ λD,α(ũ)) ≤ γ < 1,(3.9)

where 0 < α < 1 is chosen and C5 is the constant appearing in Lemma 5.5. Taking
norms in (3.8) and using Lemmas 5.3, 5.4 and 5.5 yields

|||e|||D,α ≤
1

1− γ
(
C4‖e0‖D + |||K(d)|||D,α

)
.(3.10)

Depending on our requirements on the analytical solution, we obtain different
bounds for |||K(d)|||D,α and consequently different error estimates (see Theorems 3.1
and 3.2 below). We finally point out that because of

‖en‖D ≤ |||e|||D,α
these theorems also provide error estimates in D.

Theorem 3.1. Let u : [0, T ] → D be a solution of (2.1) with u′′ ∈ Cαα ((0, T ], X)
and assume that

C3C5

(
2‖u− u(0)‖L∞([0,T ],D) + ‖u‖Cαα((0,T ],D)

)
< 1,(3.11)

where C3 and C5 are the constants provided by Lemmas 5.3 and 5.5 for u∗ = u(0).
Suppose that either

(a) the stepsizes hn = h are constant, or
(b) the stepsizes verify hn ≥ σhn−1, 2 ≤ n ≤ N , for some σ > 0.
Then there exist constants h∗ > 0, %0 > 0 and C > 0 such that the backward

Euler solution un exists for stepsizes satisfying 0 < hn ≤ h∗ and for initial values
u0 with ‖u0 − u(0)‖D ≤ %0, as long as tn ≤ T . Further, we have the error bounds

|||e|||D,α ≤ C
(
‖e0‖D + h ‖u′′‖Cαα ((0,T ],X)

)
(3.12)

for constant stepsizes, and

|||e|||D,α ≤ C
(
‖e0‖D + max

1≤m≤n≤N

((
h1−α
n + h1−α

m+1

)
Mn + h1−α

m Mm,n

))
(3.13)

with

Mn = ‖u′′‖L∞([tn−1,tn],X) , Mm,n = sup
tm−1<s<t≤tn

‖u′′(t)− u′′(s)‖
(t− s)α sα

for variable stepsizes, respectively. The constant C depends on α, T and on C5 of
Lemma 5.5. For variable stepsizes, it further depends on σ.
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Proof. Set %1 = ‖u− u(0)‖L∞([0,T ],D) and choose %1 < % ≤ R such that

C3C5

(
2%+ ‖u‖Cαα((0,T ],D)

)
< 1.

In the first part of the proof we show the validity of the error estimates (3.12)
and (3.13) under the assumptions that the numerical solution (un)Nn=1 is defined as
long as tN ≤ T and that

‖un − u(0)‖D ≤ %, n ≤ N.(3.14)

In the second part we justify these assumptions.
(i) In view of (3.10) and Lemma 5.5, we have to estimate |||d|||α. Taylor series

expansion shows that the defects are given by

dn = hn

∫ 1

0

τu′′(tn − τhn) dτ.

This immediately yields

µ(d) ≤ 1/2 max
1≤n≤N

hnMn.

For estimating λD,α(d) we first write for m < n

dn − dm = hm

∫ 1

0

τ
(
u′′(tn − τhn)− u′′(tm − τhm)

)
dτ

+ (hn − hm)
∫ 1

0

τu′′(tn − τhn) dτ.
(3.15)

For constant stepsizes the second term in (3.15) drops and the estimate

‖dn − dm‖
(tn − tm)α

tαm ≤ hMm,n

∫ 1

0

τ
( m

m− τ
)α

dτ ≤ Mm,n

1− α h

proves the first part of the theorem.
For variable stepsizes, one has

‖dn − dm‖
(tn − tm)α

tαm ≤ hmMm,n

( tn − tm + hm
tn − tm

)α ∫ 1

0

τ
( tm
tm − τhm

)α
dτ

+
|hn − hm|
(tn − tm)α

tαm
Mn

2
.

(3.16)

Due to our assumptions on the stepsize sequence, we have( tn − tm + hm
tn − tm

)α
≤
(

1 +
1
σ

)α
and

|hn − hm|
(tn − tm)α

tαm ≤
(
h1−α
n +

1
σ
h1−α
m

)
Tα.

The remaining term in (3.16) is bounded as follows:

hm

∫ 1

0

τ
( tm
tm − τhm

)α
dτ ≤ h1−α

m Tα
∫ 1

0

τ
( hm
tm − τhm

)α
dτ ≤ h1−α

m Tα

1− α .

Inserting these bounds into (3.16) gives the required bound for λα(d).
(ii) It remains to show that the backward Euler solution exists and that (3.14)

holds. The idea of the proof is simple and standard for nonlinear equations: as
long as un−1 remains sufficiently close to ũn−1, (3.3) can be solved for un and the
above error estimate ensures that un is close enough to ũn as well. Repeating this
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process proves the desired result. However, we have to pay some attention to the
parameters involved.

For simplicity, we give the proof for constant stepsizes only. Set %2 = %−%1, and
let 0 < %∗ < %∗ ≤ %2 and h∗ ≤ h

¯
denote the thresholds provided by Lemma 5.2,

applied to %2 and u∗, where u∗ varies in the compact set formed by the values u(t),
0 ≤ t ≤ T . After a possible reduction of h∗, we can choose %0 > 0 such that

C
(
%0 + h∗‖u′′‖Cαα ((0,T ],X)

)
≤ %∗/2,

where C is the constant from (3.12). Since u is uniformly continuous, we can further
assume that ‖u(tn)− u(tn−1)‖D ≤ %∗/2 for h ≤ h∗.

Suppose by induction that un exists and that (3.14) is satisfied for n ≤ m. Then,
due to (3.12) and the above choice of parameters, the bound

‖em‖D ≤ C
(
‖e0‖D + h ‖u′′‖Cαα ((0,T ],X)

)
≤ %∗/2 for h ≤ h∗

implies

‖um − ũm+1‖D ≤ ‖em‖D + ‖ũm − ũm+1‖D ≤ %∗.

An application of Lemma 5.2 with u∗ = ũm+1 and w = um shows that um+1 exists
and ‖em+1‖D ≤ %∗. Consequently, the estimate

‖um+1 − u(0)‖D ≤ ‖em+1‖D + ‖ũm+1 − u(0)‖D ≤ %2 + (%− %2) = %

follows. This yields (3.14) and concludes the proof.

In practice it might be difficult to know whether u′′ belongs to Cαα ((0, T ], X).
This limitation is overcome in the next theorem where we impose the natural con-
dition

Au(0) + f(u(0)) ∈ Xβ ,(3.17)

for some α < β ≤ 1. Note that, in actual applications, Xβ is often a Sobolev space
that does not depend on the boundary conditions for β sufficiently small. Hence, if
the initial value is sufficiently smooth, this condition is easily seen to be satisfied.

It is also known that under (3.17) the exact solution of (2.1) has the additional
regularity properties u′ ∈ L∞([0, T ], Xβ) ∩ Cβ([0, T ], X) (see [12, Theorem 8.1.3]).

Theorem 3.2. Let u : [0, T ]→ D be a solution of (2.1) such that (3.11) is satisfied
and assume that (3.17) holds for some 0 < α < β ≤ 1.

Then there exist constants h∗ > 0, %0 > 0 and C > 0 such that, for arbitrary
stepsizes 0 < hn ≤ h∗ and for initial values u0 with ‖u0−u(0)‖D ≤ %0, the backward
Euler solution un is defined as long as tn ≤ T and we have

|||e|||D,α ≤ C
(
‖e0‖D + max

1≤n≤N
hβ−αn Iα/βn J1−α/β

n

)
(3.18)

with

In = ‖u′‖L∞([tn−1,tn],Xβ) , Jn = ‖u′‖Cβ([tn−1,tn],X) .

The constant C depends on α, β, T and on C6 of Lemma 5.6.

Proof. We follow the arguments of the proof of Theorem 3.1. Therefore, it is suf-
ficient to establish the validity of (3.18) under the assumptions that the numerical
solution (un)Nn=1 exists as long as tN ≤ T and that (3.9) holds for some % ≤ R.
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In view of (3.10) and Lemma 5.6, we have to estimate µα(d). For the defects dn,
we use the representation

dn =
∫ 1

0

(
u′(tn − τhn)− u′(tn)

)
dτ

to obtain the estimates

‖dn‖ ≤
hβn

1 + β
Jn ≤ hβnJn and ‖dn‖β ≤ 2In.

By a standard interpolation argument

‖dn‖α ≤ ‖dn‖1−α/β‖dn‖α/ββ ,

we get

µα(d) ≤ 2 max
1≤n≤N

hβ−αIα/βn J1−α/β
n ,

which yields the desired result.

The previous theorems are local in nature. By applying them recursively, we
obtain pointwise convergence estimates in D for finite times. In the following
theorem, the number α has the same meaning as in the local results before.

Theorem 3.3. Let u : [0, T ]→ D be a solution of (2.1) and let 0 < α < 1. Assume
that either

(a) u′′ ∈ Cαα ((0, T ], X) and the stepsizes hn = h are constant, or

(b) u′′ ∈ Cαα ((0, T ], X) and hn ≥ σhn−1, 2 ≤ n ≤ N, for some σ > 0, or

(c) Au(0) + f(u(0)) ∈ Xβ for some 0 < α < β ≤ 1.

Then there exist constants h∗ > 0, δ > 0 and C > 0 such that the backward Euler
solution un exists for stepsizes satisfying 0 < hn ≤ h∗ and for initial values u0 with
‖u0 − u(0)‖D ≤ δ, as long as tn ≤ T . For 0 ≤ n ≤ N , we have the error bounds

(a) ‖en‖D ≤ C
(
‖e0‖D + h ‖u′′‖Cαα((0,tN ],X)

)
, or

(b) ‖en‖D ≤ C
(
‖e0‖D + max

1≤m≤k≤N

((
h1−α
k + h1−α

m+1

)
Mk + h1−α

m Mm,k

))
, or

(c) ‖en‖D ≤ C
(
‖e0‖D + max

1≤m≤N
hβ−αm Iα/βm J1−α/β

m

)
,

respectively.

Proof. We only give the proof of the first result. The remaining statements follow
in a similar way.

Since u is continuous, there are constants R > 0 and L > 0 such that (2.2) is
uniformly satisfied for u∗ varying in the set formed by the values u(t), 0 ≤ t ≤ T .
Moreover, by Lemma 5.8, there exists a partition 0 = T0 < T1 < · · · < TJ = T of
[0, T ] such that

C3C5

(
2‖uTj − u(Tj−1)‖L∞([0,Hj ],D) + ‖uTj‖Cαα((0,Hj ],D)

)
< 1, 1 ≤ j ≤ J,

with Hj = Tj − Tj−1 and uTj (t) = u(Tj−1 + t), 0 ≤ t ≤ Hj . Here C3 and C5 are
the constants provided by Lemmas 5.3 and 5.5 for u∗ = u(Tj) and R. Notice that
these constants only depend on R and L.
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Therefore, we deduce from Theorem 3.1, applied piece-by-piece, that there exist
positive constants h∗ and C̃, such that for 0 < h ≤ h∗

‖en‖D ≤ Cj‖e0‖D + C̃h ‖u′′‖Cαα((0,Tj ],X), 0 ≤ tn ≤ Tj.
After a possible reduction of δ and h∗, this estimate shows that ‖en‖D ≤ %0, with
%0 given by Theorem 3.1. Notice that J is independent of 0 < h ≤ h∗. The desired
error estimate thus follows by recursion.

4. Behaviour near an asymptotically stable equilibrium

In this section we study the long-term behaviour of time discretizations of (2.1).
To keep our exposition in a reasonable length, we restrict our attention to hyperbolic
equilibria. For these the principle of linearized stability holds, which means that
the dynamical behaviour near such an equilibrium u is fully determined by the
linearized equation

v′ = F ′(u)(v − u)

(see [12, Section 9.1]). We show that a similar property holds for the backward
Euler discretization of (2.1). Further, numerical simulations that illustrate our
theoretical result are given.

For notational simplicity, we concentrate on the asymptotically stable case. Let
u ∈ D be an equilibrium of (2.1), i.e., F (u) = 0, and assume that the sectorial
operator

A = F ′(u) is asymptotically stable, i.e., ω0 < 0.(4.1)

The number ω0 is defined in (2.3) (see also Figure 1). In this situation, it is well
known that u is asymptotically stable and attracts all solutions in a sufficiently
small neighbourhood of u with exponential speed. More precisely, it is shown
in [12, Theorem 9.1.2] that for each ω < |ω0| there are constants δ0 > 0 and C > 0
such that the solution of (2.1) exists for all positive times and satisfies

‖u(t)− u‖D ≤ C · e−ωt‖u(0)− u‖D, for all t ≥ 0,(4.2)

whenever the initial value satisfies ‖u(0)− u‖D ≤ δ0.
The following theorem gives the corresponding result for the backward Euler

discretization. Note that any equilibrium of (2.1) is also an equilibrium of the
backward Euler discretization.

Theorem 4.1. Let u be an equilibrium of (2.1) and assume that (4.1) holds. Then,
for any choice of ω < |ω0|, there are positive constants h, δ and C such that the
following holds. The backward Euler solution (un)∞n=1 of (2.1) exists for all stepsize
sequences satisfying 0 < hn ≤ h and for all initial values u0 with ‖u0 − u‖D ≤ δ,
and we have

‖un − u‖D ≤ C · e−ωtn‖u0 − u‖D, for all n ≥ 0.(4.3)

Note that the constant C depends on ω, but not on the particular choice of the
stepsize sequence.

Demanding that the numerical solution decays towards the equilibrium nearly
as fast as the exact solution imposes a severe restriction on the maximal stepsize.
This restriction is overcome in the following theorem, where exponentially fast
convergence is obtained, if the stepsizes remain bounded.
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Theorem 4.2. Let u be an equilibrium of (2.1) and assume that (4.1) holds. Then,
for any h > 0, there are constants 0 < ω < |ω0|, δ > 0 and C > 0 such that the
backward Euler solution (un)∞n=1 of (2.1) exists for all stepsize sequences satisfying
0 < hn ≤ h and for all initial values u0 with ‖u0 − u‖D ≤ δ, and (4.3) holds.

Proof of Theorem 4.1. We linearize (2.1) around the equilibrium u and construct
the backward Euler solution by fixed-point iteration. In order to capture the de-
caying behaviour of the solution we use exponentially weighted norms. For ω > 0
and sequences v = (vn)∞n=1 in D, we modify (2.8b) in the following way:

µD,ω(v) = sup
1≤n<∞

eωtn‖vn‖D, λD,α,ω(v) = sup
1≤k<n<∞

eωtk
‖vn − vk‖D
(tn − tk)α

tαk ,

|||v|||D,α,ω = µD,ω(v) + λD,α,ω(v),

as well as the corresponding norm ||| · |||α,ω based on ‖·‖. A crucial observation is
that Lemmas 5.3, 5.4 and 5.5 have an extension to these exponentially weighted
norms for 0 < ω < |ω1| < |ω0| with ω1 as in Lemma 5.1. The gap ω−|ω1| is needed
to bound the powers of tn that are encountered.

With these preparations, we are ready to give the proof. Let B denote the ball

B = {v ∈ D∞ : |||v − u|||D,α,ω ≤ %}.
We define Φ as in (3.7a) with N = ∞. Using the above-mentioned extensions of
Lemmas 5.3 and 5.5 with u∗ = u proves

|||Φ(v) − Φ(w)|||D,α,ω ≤ 3%C3C5|||v −w|||D,α,ω
for v,w ∈ B. This shows that Φ is a contraction on B with contraction factor 1/2
for % sufficiently small.

It remains to show that Φ maps B onto B if u0 lies sufficiently close to u. Since

Φ(u) = ru0 + (1− r)u,

we have for all v ∈ B
|||Φ(v) − u|||D,α,ω ≤ |||Φ(v) − Φ(u)|||D,α,ω + |||Φ(u)− u|||D,α,ω

≤ 1/2 |||v − u|||D,α,ω + |||r(u0 − u)|||D,α,ω .
The last term is estimated by the first part of Lemma 5.4:

|||r(u0 − u)|||D,α,ω ≤ C4‖u0 − u‖D.
For δ satisfying 2δC4 ≤ %, we thus have Φ(B) ⊂ B.

This proves the existence of a unique fixed-point u, which is the searched back-
ward Euler solution. Using further

|||Φ(u) − u|||D,α,ω ≤ 1/2 |||Φ(u) − u|||D,α,ω + |||r(u0 − u)|||D,α,ω
yields

|||u− u|||D,α,ω ≤ 2C4‖u0 − u‖D.
In particular, we get

sup
1≤n<∞

eωtn‖un − u‖D ≤ 2C4‖u0 − u‖D,

which proves the assertion of the theorem.

Proof of Theorem 4.2. The proof is very similar to the preceding one and therefore
omitted. It relies on the stability bounds given in Lemma 5.1, part (b).
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Table 1. Numerically observed contraction factors

h 1.0000 0.5000 0.2500 0.1250 0.0625 0.03125
ωh 0.4055 0.4463 0.4711 0.4849 0.4922 0.4960

We close this section with a numerical example that illustrates Theorem 4.1.

Example 4.3 (Combustion of a solid fuel). We take up Example 2.2 and specify
the functions k, ϕ and U0 as follows:

k(y) = y2 + 1, ϕ(y) = −y(y − 1/2)(y − 1), U0(x) = 1/2 + 2x2(1− x)2.

Note that the initial condition U0 is compatible with the boundary conditions and
that k satisfies the ellipticity condition (2.5) with κ = 1. The problem has three
equlibria u = 1, u = 0, and u = 1/2. The first two are asymptotically stable with
ω0 = −1/2. Due to our choice of U0, we expect convergence to u = 1.

The partial differential equation (2.4) is discretized in space by standard fi-
nite differences on an equidistant grid with meshwidth 1/200 and in time by the
backward Euler method with constant stepsize h. For different values of h, the
integration is performed up to t = 40. The numerical approximations ωh to ω are
displayed in Table 1. The results are in complete agreement with Theorem 4.1.

5. Lemmas

In this section we collect the auxiliary results that are needed in the proofs of
the previous theorems. Throughout the section we set

f(u) = F (u)−Au, where A = F ′(u∗)(5.1)

for some u∗ ∈ D and denote by ω0 ∈ R the constant from (2.3) that corresponds
to u∗. We fix κ > ω0 and h > 0 such that hω0 < 1 and consider arbitrary grid
points 0 = t0 < t1 < · · · < tN that satisfy hn = tn − tn−1 ≤ h. There is no
restriction on the maximal stepsize for ω0 ≤ 0.

For the discrete transition operators (3.5), we have the following stability bounds.

Lemma 5.1. (a) For any ω1 > ω0 there exist constants h∗ > 0 and C1 > 0 such
that for 0 ≤ ν ≤ 1

‖(κ−A)ν r(tn, tk)‖X→X ≤ C1
eω1(tn−tk)

(tn − tk)ν
, 0 ≤ k < n,(5.2)

whenever the stepsizes are bounded by h∗.
(b) Let ω0 < 0 and h∗ > 0. Then there exist constants ω0 < ω1 < 0 and C1 > 0

such that (5.2) holds, whenever the stepsizes are bounded by h∗.

Similar bounds are given in [2, 4, 14]. We note for later use that (5.2) also holds
for 1 ≤ ν ≤ 2 if k < n− 1.

Proof. The estimate (5.2) is a consequence of the stability bounds

‖etA‖X→X ≤ C eω0t, ‖AetA‖X→X ≤
C

t
eω0t, t > 0,

for the analytic semigroup. Using the representation

r(tn, tk) =
∫ ∞

0

· · ·
∫ ∞

0

e−sk+1−...−sn e(sk+1hk+1+...+snhn)A dsk+1 · · · dsn
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shows

‖r(tn, tk)‖X→X ≤ C
n∏

j=k+1

(1 − hjω0)−1,

‖Ar(tn, tk)‖X→X ≤ C
∫ ω0

−∞

n∏
j=k+1

(1− hjω)−1dω.

For ω ≤ ω0 ≤ 0, we have

1− hjω ≥ (1− hjω0)
(
1 + chj(ω0 − ω)

)
(5.3)

with c = 1− h∗ω0. Arguing as in [4] shows

‖Ar(tn, tk)‖X→X ≤ C
1− h∗ω0

tn − tk

n∏
j=k+1

(1− hjω0)−1.

For ω0 > 0 we use an idea from [6] and eliminate the small steps by

(1− hjω)(1− hkω) ≥ 1− (hj + hk)ω,

until (5.3) is again satisfied. Part (a) of the lemma then follows from standard
estimates and interpolation.

In order to verify (b) we note that the function

ω1 = ω1(H) = − log(1−Hω0)
H

(5.4)

is monotonically increasing for ω0 < 0 with ω1(0) = ω0 and ω1(∞) = 0. Hence,

(1− hjω0)−1 ≤ eω1hj

with ω1 given by (5.4) for H = maxhj ≤ h∗.

We note for later use that the identity

r(tn, tk)− 1 =
n∑

l=k+1

hlAr(tn, tl−1)

together with Lemma 5.1 implies for 0 ≤ k < n ≤ N and 0 < ν ≤ 1 the bound∥∥(r(tn, tk)− 1) (κ−A)−ν
∥∥
X→X ≤

C1

ν
eω

+
1 (tn−tk) (tn − tk)ν(5.5)

with ω+
1 = max(ω1, 0). For simplicity, we make no notational difference between

the constants in (5.2) and (5.5).

Lemma 5.2. Let u∗ ∈ D and R0 > 0. Then there exist 0 < %∗ < %∗ ≤ R0 and
h∗ > 0 such that, for w ∈ D with ‖w− u∗‖D ≤ %∗ and for 0 < h ≤ h∗, the equation

v − w
h

= Av + f(v)(5.6)

possesses a unique solution v ∈ D with ‖v − u∗‖D ≤ %∗. Moreover, the quantities
%∗, %∗ and h∗ can be chosen uniformly for u∗ belonging to a relatively compact
subset of D.
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Proof. We first note that, due to (2.2), there exist R > 0 and L > 0 such that

‖f ′(v)− f ′(w)‖D→X ≤ L‖v − w‖D,(5.7)

for all v, w ∈ D with ‖v − u∗‖D ≤ R and ‖w − u∗‖D ≤ R. Therefore, since
f ′(u∗) = 0, we also have

‖f ′(v)‖D→X ≤ L%,(5.8)

for all v ∈ D such that ‖v − u∗‖D ≤ % ≤ R. This implies that

‖f(v)− f(w)‖ ≤ L% ‖v − w‖D,(5.9)

for all v, w ∈ D with ‖v − u∗‖D ≤ % ≤ R and ‖w − u∗‖D ≤ % ≤ R.
Equation (5.6) is equivalent to v = g(v), where g is defined by

g(v) = (1− hA)−1w + h(1− hA)−1f(v).

We solve (5.6) by fixed-point iteration in the set B = {v ∈ D : ‖v − u∗‖D ≤ %∗}.
For this, we have to show that g is contractive and maps B onto B, for %∗ and %∗

sufficiently small.
By the equivalence of ‖ · ‖D with the graph-norm of A, there exists M such that

‖h(1− hA)−1‖X→D ≤M, ‖(1− hA)−1‖D→D ≤M for 0 < h ≤ h.

On the one hand, we have

‖g(v)− g(ṽ)‖D ≤M L%∗‖v − ṽ‖D,

for h ≤ h and v, ṽ ∈ D with ‖v − u∗‖D ≤ %∗ and ‖ṽ − u∗‖D ≤ %∗. On the other
hand, it holds

g(v)− u∗ = (1− hA)−1
(
w − u∗) + h(1− hA)−1(Au∗ + f(u∗))

+ h(1− hA)−1 (f(v)− f(u∗)),

so that

‖g(v)− u∗‖D ≤M‖w − u∗‖D + ‖h(1− hA)−1(Au∗ + f(u∗))‖ +ML%∗‖v − u∗‖D.

In view of these bounds, if we choose %∗ and %∗ such that M%∗ ≤ %∗/3 and ML%∗ ≤
1/3, then g is a contraction on B. Moreover, since h(1− hA)−1 → 0 strongly as an
operator from X to D, we can select h∗ ≤ h such that, for 0 < h ≤ h∗,

‖h(1− hA)−1(Au∗ + f(u∗))‖D ≤ %∗/3.

Thus, g maps B into B, and the fixed-point theorem provides the existence of a
unique solution v of (5.6).

Since F ′ is locally Lipschitz continuous, R0 and L can be taken uniformly for u∗

in a compact set. Moreover, the equivalence of ‖·‖D with the graph-norm of F ′(u∗)
is also uniform on the compact set. With this, the statement of the lemma follows
easily.

Lemma 5.3. For 0 < α < 1 there exist constants C3 > 0 and R > 0 such that

|||f(v) − f(w)|||α ≤ C3

(
2%+ λD,α(w)

)
|||v −w|||D,α(5.10)

for all v and w in the set V = { ṽ ∈ DN : µD(ṽ − u∗) ≤ % } whenever 0 < % ≤ R.
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Proof. Choose R as in (2.2) and let v, w ∈ V for some 0 < % ≤ R. In view of (5.9),
we have

µ(f(v) − f(w)) ≤ L%µD(v −w),(5.11)

and thus it remains to bound λα(f(v)− f(w)). We set Gn = f ′(σvn + (1− σ)wn),
0 ≤ σ ≤ 1, and write for m < n(
f(vn)− f(wn)

)
−
(
f(vm)− f(wm)

)
=
∫ 1

0

(
Gn(vn − wn)−Gm(vm − wm)

)
dσ

=
∫ 1

0

Gn
(
(vn − wn)− (vm − wm)

)
dσ +

∫ 1

0

(
Gn −Gm

)
(vm − wm) dσ.

Using (5.8), we can estimate the first term on the right-hand side by∫ 1

0

∥∥Gn ((vn − wn)− (vm − wm)
)∥∥dσ ≤ L%λD,α(v −w)(tn − tm)αt−αm .

Due to (5.7), the remaining term can be bounded as follows:∫ 1

0

∥∥(Gn −Gm) (vm − wm)
∥∥dσ

≤ L

∫ 1

0

(
‖wn − wm‖D + σ‖(vn − wn)− (vm − wm)‖D

)
dσ ‖vm − wm‖D

≤ L
(
λD,α(w) + 1/2 λD,α(v −w)

)
µD(v −w)(tn − tm)αt−αm .

The above estimates readily give

λα(f(v) − f(w)) ≤ L
(

2% λD,α(v −w) + λD,α(w)µD(v −w)
)
,

and this inequality combined with (5.11) proves (5.10).

In Lemmas 5.4, 5.5 and 5.6 below we establish certain estimates involving |||·|||D,α.
As ‖·‖D is equivalent to the graph-norm of A, the norm

|||v|||α + |||Av|||α, v ∈ DN ,

is equivalent to ||| · |||D,α as well, for all 0 < α < 1. Since the required estimates for
|||·|||α are usually obtained more easily (and in a similar way) than the corresponding
estimates for |||A · |||α, we give for simplicity the proofs only for |||A · |||α. Henceforth,
C denotes a generic constant that possibly depends on C1 and on constants that
arise from changing between equivalent norms.

Lemma 5.4. Let 0 < α < 1.
(a) There exists a constant C4 > 0 such that for every v ∈ D

|||rv|||D,α ≤ C4‖v‖D.
The constant C4 depends on tN , but it is otherwise independent of the grid. If ω0

is nonnegative, then C4 is bounded for finite times. If ω0 is negative, then C4 can
be chosen independently of tN .

(b) For x ∈ X we have

lim
tN→0

|||(r − 1)x|||α = 0.

The convergence is uniform on relatively compact subsets of X.
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Proof. In order to prove the first statement of the lemma, we have to estimate
A
(
r(tn, 0)− r(tm, 0)

)
v. Using the identity

r(tn, 0)− r(tm, 0) =
(
r(tn, tm)− 1

)
r(tm, 0)

we obtain

‖A(r(tn, 0)− r(tm, 0))v‖ ≤ C ‖(r(tn, tm)− 1)(κ−A)−α‖X→X
× ‖(κ−A)αr(tm, 0)‖X→X‖v‖D.

With the help of (5.2) and (5.5) the right-hand side can be bounded by

C

α
eω

+
1 tN ‖v‖D(tn − tm)αt−αm ,

which proves the first result.
To show the second statement of the lemma we choose x̃ ∈ D. From the identity

r(tk, 0)− r(tk−1, 0) = hk Ar(tk, 0)

we get

‖(r(tn, 0)− r(tm, 0))x‖ ≤
n∑

k=m+1

hk

(
‖Ar(tk, 0) (x− x̃) ‖+ ‖r(tk, 0)A x̃‖

)
≤ C t−αm

n∑
k=m+1

hk t
−1+α
k eω1tk ‖x− x̃‖+ C

n∑
k=m+1

hk eω1tk ‖x̃‖D

≤ C
(
‖x− x̃‖+ tN ‖x̃‖D

)
eω

+
1 tN (tn − tm)α t−αm .

Since D is dense in X , the second statement of the lemma follows.

Lemma 5.5. For 0 < α < 1 there exists a constant C5 > 0 such that if |||v|||α <∞
we have

|||K(v)|||D,α ≤ C5|||v|||α.

The constant C5 depends on tN , but it is otherwise independent of the grid. If ω0

is nonnegative, then C5 is bounded for finite times. If ω0 is negative, then C5 can
be chosen independently of tN .

Proof. Analogously to the modified variation-of-constants formula (1.3) and with
the help of

hkAr(tn, tk−1) = r(tn, tk−1)− r(tn, tk),(5.12)

we split K(v) such that AK(v) = a + b where

an =
n∑
k=1

hkAr(tn, tk−1) (vk − vn) ,

bn =
n∑
k=1

hkAr(tn, tk−1) vn =
(
r(tn, 0)− 1

)
vn.

According to this we have to estimate the four terms µ(a), λα(a), µ(b), and λα(b).
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(i) Using (5.2) we get

‖an‖ ≤ C1λα(v)
n∑
k=1

hk
(tn − tk)α

(tn − tk−1) tαk
eω1(tn−tk−1)

≤ CB(α, 1 − α) eω
+
1 tN λα(v),

where B denotes the beta function. The last bound follows from comparing with
the integral in a similar way as in Lemma 5.7.

(ii) In order to estimate λα(a) we use the identity

an − am =
n∑

k=m+1

hk Ar(tn, tk−1) (vk − vn) +
m∑
k=1

hk Ar(tn, tk−1) (vm − vn)

+
m∑
k=1

hk A
(
r(tn, tk−1)− r(tm, tk−1)

)
(vk − vm)

= S1 + S2 + S3.

We take norms and use again (5.2) and (5.5). This gives

‖S1‖ ≤ C1 eω
+
1 tN λα(v)

n∑
k=m+1

hk
(tn − tk−1)1−αtαk

≤ α−1 C1 eω
+
1 tNλα(v) (tn − tm)α t−αm ,

and, together with (5.12),

‖S2‖ ≤
∥∥r(tn, tm)

(
r(tm, 0)− 1

)
(vm − vn)

∥∥
≤ C1 (1 + C1) eω

+
1 tN λα(v) (tn − tm)α t−αm .

With the help of Lemma 5.7 we get

‖S3‖ ≤
m∑
k=1

hk

n∑
l=m+1

hl
∥∥A2r(tl, tk−1) (vk − vm)

∥∥
≤ C1λα(v)

m∑
k=1

hk

n∑
l=m+1

hl eω1(tl−tk−1) (tm − tk)α

(tl − tk−1)2tαk

≤ 4C1

α(1 − α)
eω

+
1 tN λα(v) (tn − tm)α t−αm

which proves the estimate for λα(a).
(iii) The stability bound (5.2) for the transition operator immediately gives

µ(b) ≤
(

1 + C1 eω
+
1 tN
)
µ(v).

(iv) For the estimate of λα(b) we write

bn − bm =
(
r(tn, 0)− 1

)
vn −

(
r(tm, 0)− 1

)
vm

=
(
r(tn, tm)− 1

)
(κ−A)−α(κ−A)α r(tm, 0) vn

+
(
r(tm, 0)− 1

)
(vn − vm) .

A further application of (5.2) and (5.5) yields

‖bn − bm‖ ≤
(
C2

1

α
eω

+
1 tN µ(v) +

(
1 + C1 eω

+
1 tN

)
λα(v)

)
(tn − tm)αt−αm .
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This finally concludes the proof of the lemma.

The following lemma is used in the proof of Theorem 3.2. For the definition of
the norm µα, we refer to (2.9).

Lemma 5.6. For 0 < α < 1 there exists a constant C6 > 0 such that

|||K(v)|||D,α ≤ C6 µα(v) for v ∈ DN .
The constant C6 depends on tN , but it is otherwise independent of the grid.

Proof. Using (5.2) we have for w = K(v)

‖wn‖D ≤ C
n∑
k=1

hk
∥∥(κ−A)1−αr(tn, tk−1)

∥∥
X→X ‖(κ−A)αvk‖

≤ C eω
+
1 tN µα(v)

n∑
k=1

hk
(tn − tk−1)1−α

and further, by comparing the sum with the corresponding integral,

µD(w) ≤ C tαN
α

eω
+
1 tNµα(v).

In order to estimate λD,α(w), we split A(wn − wm) = S1 + S2 where

S1 =
n∑

k=m+1

hk Ar(tn, tk−1) vk

and, due to r(tl, tk−1)− r(tl−1, tk−1) = hlAr(tl, tk), we get

S2 =
m∑
k=1

hk A
(
r(tn, tk−1)− r(tm, tk−1)

)
vk =

m∑
k=1

hk

n∑
l=m+1

hl A
2r(tl, tk−1) vk.

As before, we premultiply vk with (κ − A)α and use (5.2) and the corresponding
integrals to estimate S1 and S2 by

‖S1‖ ≤
C tαN
α

eω
+
1 tNµα(v) (tn − tm)αt−αm ,

‖S2‖ ≤
C tαN

α(1 − α)
eω

+
1 tNµα(v) (tn − tm)αt−αm .

This concludes the proof of the lemma.

Lemma 5.7. The inequality
m∑
k=1

hk

n∑
l=m+1

hl
(tm − tk)α

(tl − tk−1)2 tαk
≤ 4
α(1 − α)

(tn − tm)αt−αm

holds for 1 ≤ m < n ≤ N .

Proof. By comparing with the corresponding integral, we get
n∑

l=m+1

hl
(tl − tk−1)2

≤ tn − tm
(tm − tk−1)(tn − tk−1)

for 1 ≤ k ≤ m.

We thus have to estimate

(tn − tm)
m∑
k=1

hk
(tm − tk−1)1−α tαk (tn − tk−1)

.
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For this we consider the function

G(s) =
1

(tm − s)1−α sα (tn − s)
, 0 < s < tm.

Let t∗ be the point where G attains its minimum, and let 1 ≤ p ≤ m be the index
such that tp−1 ≤ t∗ ≤ tp. We split the sum into three parts (from 1 to p − 1, the
term with k = p, and from p to m) and compare each part with a corresponding
integral. By means of the variable change σtm = s, we get

(tn − tm)
m∑
k=1

hk
(tm − tk−1)1−α tαk (tn − tk−1)

≤ θ
∫ 1

0

dσ
(1− σ)1−α σα (θ + 1− σ)

,

where θ = (tn − tm)/tm. The elementary estimates

θ

∫ 1/2

0

dσ
(1− σ)1−α σα (θ + 1− σ)

≤ 2 θ
2 θ + 1

1
1− α ≤

2 θα

1− α
and

θ

∫ 1

1/2

dσ
(1− σ)1−α σα (θ + 1− σ)

≤ 2αθα
∫ ∞

0

dτ
(1 + τ)τ1−α ≤

θα

α
+

2 θα

1− α,

where we used 1− σ = θτ , finally prove the lemma.

Lemma 5.8. Let u : [0, T ] → D be a solution of (2.1). Then, for every σ > 0,
there exists a partition 0 = T0 < T1 · · · < TJ = T such that

2‖uTj − u(Tj−1)‖L∞([0,Hj ],D) + ‖uTj‖Cαα ((0,Hj ],D) ≤ σ, 1 ≤ j ≤ J,(5.13)

where Hj = Tj − Tj−1 and uTj (t) = u(Tj−1 + t), 0 ≤ t ≤ Hj.

Proof. Choose R > 0 and L > 0 as in (2.2) for u∗ = u(0). From the proof of
Theorem 8.1.1 in [12], it follows that there exist constants C > 0 and 0 < H1 ≤ T
such that

2‖u− u(0)‖L∞([0,H1],D) + ‖u‖Cαα((0,H1],D)

≤ C
∥∥(e(·)A − 1

)
(Au(0) + f(u(0)))

∥∥
Cαα ((0,H1],X)

.
(5.14)

The constant C depends on L and the bound is valid as long as ‖u(t)−u(0)‖D ≤ R
for 0 ≤ t ≤ H1. The right-hand side of (5.14) tends to 0 as H1 goes to 0. Thus,
after a possible reduction of H1, we get (5.13) with j = 1. We go on with this
construction, and since the constants L and R can be taken uniformly, the final
time T is reached after a finite number of steps.
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Convergence of Runge–Kutta methods
for nonlinear parabolic equations
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Abstract

In this paper, we study time discretizations of fully nonlinear parabolic differential equations. Our analysis
uses the fact that the linearization along the exact solution is a uniformly sectorial operator. We derive smooth
and nonsmooth-data error estimates for the backward Euler method, and we prove convergence for stronglyA(ϑ)-
stable Runge–Kutta methods. For the latter, the order of convergence for smooth solutions is essentially determined
by the stage order of the method. Numerical examples illustrating the convergence estimates are presented. 2001
IMACS. Published by Elsevier Science B.V. All rights reserved.

Keywords:Fully nonlinear parabolic problems; Time discretization; Backward Euler method; Runge–Kutta methods;
Convergence estimates; Non-smooth data error estimates

1. Introduction

The aim of the present paper is to derive existence and convergence results for Runge–Kutta time
discretizations of the abstract differential equation

u′(t)= f (t, u(t)), u(0)= u0. (1)

The precise assumptions on the nonlinearityf are given in Section 2 below. Our interest in this
abstract initial value problem stems from the fact that fully nonlinear parabolic initial-boundary value
problems can be cast in this form. Such problems arise in various fields of applications as for example in
combustion theory, differential geometry, and stochastic control theory. Moreover, semilinear problems
with free boundaries may be reduced to this form.
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The existence and regularity theory for fully nonlinear parabolic problems has been developed
in recent years and is summarized in the monograph [12]. Whereas the literature on numerical
discretizations of semilinear and quasilinear parabolic problems is quite rich, see, e.g., [1,8,10,11,14],
not that much is known for the fully nonlinear case. We are aware of the following two references
only: In [3] the convergence of a full discretization, based on the forward Euler method and standard
finite differences is studied. Due to the stiffness of the problem, this involves a severe restriction on
the admissible stepsizes. The second reference is our recent paper [6], where we took up the analytical
framework of [12] to obtain convergence results for variable stepsize backward Euler discretizations
of (1).

In the present paper, we consider a slightly different approach that avoids the complicated weighted
Hölder norms encountered in [12,6]. The main idea is to linearize the problem along the exact solution
u(t) to get

u′(t)=A(t)u(t)+ g(t, u(t)), u(0)= u0. (2)

Note that Runge–Kutta methods are invariant under this linearization. Since the Fréchet derivative ofg

with respect to the second variable vanishes along the exact solution, techniques from the semilinear case
like the variation-of-constants formula can be used. Consequently, stability bounds for discretizations of
the nonautonomous problem

w′(t)=A(t)w(t) (3)

are indispensable. For Runge–Kutta methods with constant stepsizes, such results have been provided
recently by [5].

The paper is organized as follows: In Section 2 we give the precise assumptions that render the
initial value problem (1) parabolic. We also present an example from detonation theory that fits into
this analytical framework.

Section 3 is devoted to the existence and convergence of backward Euler approximations. We show
that the expected order 1 is attained for smooth solutions on bounded time intervals. For nonsmooth initial
data, the order of convergence is still one on compact time intervals that are bounded away fromt = 0.
However, an order reduction takes place fort → 0, see Theorem 5 below. For the convenience of the
reader and for the sake of completeness, we have also included a new and short proof of the above
mentioned stability result.

In Section 4, we prove the convergence of stronglyA(ϑ)-stable Runge–Kutta discretizations under the
assumption that the exact solution is sufficiently smooth. The attained order of convergence turns out to
be min(p, q + 1), wherep andq denote the order and the stage order of the method, respectively. This
order reduction is expected, since it appears already for semilinear problems, see [10].

In Section 5, we explain how our results carry over to variable stepsizes.
A numerical experiment is finally presented in Section 6. We illustrate therein our convergence results

for the backward Euler method with constant stepsizes at the aforementioned detonation problem. We
have also performed more realistic calculations using the 3-stage Radau IIA method. This was partly
done to obtain a good approximation to the exact solution in the above experiment. We used the variable
stepsize implementationRADAU5 by Hairer and Wanner [7] that gave very reliable results in all tests.
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2. Problem class and example

In our subsequent analysis of time discretizations of (1), we use a simplified version of the analytical
framework given in [12]. For the convenience of the reader, we resume the precise hypotheses for (1) in
this section. More details are found in Lunardi’s monograph [12].

Let (X, | · |) and(D,‖ · ‖) be two Banach spaces withD densely embedded inX, and denote byD an
open subset ofD. We consider the abstract initial value problem

u′(t)= f (t, u(t)), t > 0, u(0)= u0 ∈D, (4)

where the right-hand side satisfies the following assumption.

Assumption 1. The functionf : [0, T ] × D→ X is twice continuously Fréchet differentiable and its
Fréchet derivativeD2f (t, v) with respect to the second variable is sectorial inX. Moreover, the graph-
norm ofD2f (t, v) is equivalent to the norm ofD for all 0� t � T and for allv ∈D.

We further impose the following condition on the initial value. For a definition of the real interpolation
space(X,D)α,∞, we refer to [12, Section 1.2] and [16].

Assumption 2. The initial valueu0 ∈D satisfiesf (0, u0) ∈ (X,D)α,∞ for some 0< α < 1.

Under these assumptions, the existence of a locally unique solution of (4) can be shown. Since the
regularity properties of this solution are essential for our analysis, we collect them in the following
lemma.

Lemma 3. Under the above assumptions and after a possible reduction ofT , problem(4) has a unique
solutionu which is twice differentiable on(0, T ] and satisfies

u ∈Cα([0, T ],D)∩C1+α([0, T ],X),
t1−αu′ ∈ B([0, T ],D), and t1−αu′′ ∈ B([0, T ],X).

We note that the size ofT in general depends onu0.

As usual,Cα([0, T ],D) denotes the Banach space ofα-Hölder continuous functions on[0, T ] with
values inD, andB([0, T ],D) denotes the corresponding space of bounded functions. Both spaces are
endowed with the usual norms.

Proof of Lemma 3. The existence andα-Hölder continuity ofu and its derivative is proved in [12,
Theorem 8.1.3]. The boundedness oft1−αu′(t) in D is a consequence of [13, Theorem 2.2], and that of
t1−αu′′(t) in X finally follows from the identity

u′′(t)=D1f
(
t, u(t)

)+D2f
(
t, u(t)

)
u′(t), 0< t � T ,

together withD2f (t, u(t)) ∈ C([0, T ],L(D,X)). ✷
We close this section with an example of a nonlinear initial-boundary value problem from detonation

theory. More examples that fit into our framework can be found in [6,12] and references therein.
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Example 4 Displacement of a shock, see[4,12]. The following fully nonlinear problem arises in
detonation theory and describes the displacement of a shock

∂tU(t, x)= log

(
exp(aU(t, x)∂xxU(t, x))− 1

a∂xxU(t, x)

)
− 1

2

(
∂xU(t, x)

)2
,

∂xU(t,0)= ∂xU(t,1)= 0, U(0, x)=U0(x), 0< x < 1, t > 0.

(5)

Herea denotes a positive constant.
ChoosingX = C([0,1]) andD = {v ∈ C2([0,1]): v′(0) = v′(1) = 0} allows us to write (5) in the

abstract form (4) withu(t)=U(t, ·) and

f (t, v)= log

(
exp(avv′′)− 1

av′′

)
− 1

2

(
v′
)2
. (6)

Note that the right-hand side of (6) is analytic, if we restrict the domain to the set

D= {v ∈D: v(x) > 0 for 0� x � 1
}
.

It is verified in [12, Section 8.5.1] that problem (5) enters our framework forU0 ∈D.
We finally remark that in the present example

(X,D)α,∞ =
{
C2α

([0,1]), α < 1
2,

C2α
0

([0,1]), α > 1
2,

(7)

where

C
1+γ
0

([0,1])= {v ∈C1+γ ([0,1]): v′(0)= v′(1)= 0
}

for γ � 0. This follows from [12, Theorem 3.1.30 and Proposition 2.2.2]. For a smooth function inD
that does not necessarily satisfy unnatural boundary conditions, we can thus take anyα smaller than 1/2.

3. Backward Euler discretization

In this section we give two convergence results for the backward Euler discretization of the initial
value problem (4). We decided to treat the backward Euler method separately from general Runge–
Kutta methods for the following two reasons: Firstly, this method is of great importance in applications
and secondly, the proofs are much less involved than for general Runge–Kutta methods. Therefore, the
underlying ideas can be perceived more easily.

Let h > 0 denote the stepsize. The backward Euler approximationun+1 to the exact solutionu of (4)
at tn+1= (n+ 1)h is given by the recursion

un+1− un
h

= f (tn+1, un+1), n� 0. (8)

Our first convergence result can be seen as an error bound in terms of the data. Note that the imposed
assumptions can easily be checked in applications.

Theorem 5 Error estimate in terms of the data.Under Assumptions1 and2, and forT as in Lemma3,
there existsH > 0 such that for all stepsizes0< h�H the following holds. The backward Euler solution



A. Ostermann, M. Thalhammer / Applied Numerical Mathematics 42 (2002) 367–380 371

of (4) is well-defined in a neighbourhood of the exact solution, and the difference between numerical and
exact solution is bounded by∥∥un − u(tn)∥∥� Ctα−1

n h
(
1+ | logh|), 0< nh� T . (9)

The constantC in general depends onT , but is independent ofn andh.

In situations where it is known in advance that the exact solution has more smoothness, the above bound
can be sharpened. We have the following result.

Theorem 6 Error estimate in terms of the solution.Let Assumption1 hold, and assume that the exact
solutionu of (4) satisfiesu ∈ Cβ([0, T ],D) for someβ > 0, andu′′ ∈ B([0, T ],X). Then, there exists
H > 0 such that for all stepsizes0< h �H the following holds. The backward Euler solution of(4) is
well-defined in a neighbourhood of the exact solution, and the difference between numerical and exact
solution is bounded by∥∥un − u(tn)∥∥� Ch

(
1+ | logh|), 0� nh� T . (10)

The constantC in general depends onT , but is independent ofn andh.

Our main technique for proving both theorems is to linearize (4) along the exact solution. Setting

A(t)=D2f
(
t, u(t)

)
and g(t, v)= f (t, v)−A(t)v, (11a)

we arrive at the formally semilinear problem

u′(t)=A(t)u(t)+ g(t, u(t)), t > 0. (11b)

Due to our assumptions and Lemma 3, we know that

A ∈Cα([0, T ],L(D,X)). (12)

Since the backward Euler method is invariant under the above linearization, we obtain from (8) the
following representation of the numerical solution

un+1− un
h

=A(tn+1)un+1+ g(tn+1, un+1), n� 0. (13)

In order to analyze this recursion, stability bounds are all-important. Henceforth, we writeAn = A(tn)
for short, and we use the following notation for the discrete evolution operators

R(tn, tj )= (I − hAn)−1 · · · (I − hAj+1)
−1, 0 � j < n,

with R(tn, tn)= I . Due to Assumption 1, these operators are well-defined and bounded forh sufficiently
small. Moreover, we have the following stability estimates.

Lemma 7. Under condition(12), there existsH > 0 such that for all stepsizes0< h�H we have∥∥R(tn, tj )∥∥D←X � C
(
t−1
n−j + | logh|tα−1

n−j
)
, 0< tj < tn � T . (14)

The constantC in general depends onT , but is independent ofn andh.
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A slightly stronger estimate that avoids the| logh| term follows from [5, Theorem 1.1]. In order to keep
this section self-contained, and since our proof of (14) is very short, we decided to give it at the end of
this section. We remark that under the condition∥∥Aε0(Aj+1−A0)A

−1−ε
0

∥∥� Ctαj+1 for someε > 0,

the | logh| term does not appear in our proof. This condition is often satisfied in applications.
We are now in the position to prove the two theorems.

Proof of Theorem 5. Inserting the exact solution̂un = u(tn) into the numerical scheme (13) gives

ûn+1− ûn
h

=An+1ûn+1+ g
(
tn+1, ûn+1

)+ δn+1. (15)

This recursion differs from (13) by the defects

δn+1=
1∫

0

(
u′(tn + τh)− u′(tn+1)

)
dτ.

As a direct consequence of Lemma 3, the defects are bounded by

|δ1|� Chα and |δn+1|� Chtα−1
n , n� 1, (16)

where the constants depend on the first and second derivatives ofu.
The backward Euler solution of (4) is constructed by fixed-point iteration. LetN be defined by

Nh� T < (N + 1)h, and let

Dh =
{
v = (vn)Nn=1 ∈DN : sup

1�n�N
t1−αn

∥∥vn − u(tn)∥∥� c0h
γ
}

(17a)

with suitably chosen constantsc0> 0 and 1− α < γ < 1. Forh sufficiently small, this is a closed subset
of the spaceDN , endowed with the weighted norm

‖v‖∞ = sup
1�n�N

t1−αn ‖vn‖, v ∈DN. (17b)

We consider the mappingΦ :Dh→DN , defined by

(
Φ(v)

)
n
=R(tn,0)u0+ h

n−1∑
j=0

R(tn, tj )g(tj+1, vj+1).

Our aim is to show thatΦ is a contraction onDh. By construction, the fixed-point ofΦ is the searched
backward Euler solution.

From the definition ofg, we deduce

g(tj , vj )− g(tj ,wj)=
1∫

0

(
D2f

(
tj , τvj + (1− τ)wj

)−Aj)dτ · (vj −wj),

which implies the bound∣∣g(tj , vj )− g(tj ,wj )∣∣� c0Lh
γ+α−1‖vj −wj‖. (18)
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Note that the Lipschitz constantL of D2f can be chosen here independently ofj . We next make use of
the relations

h

n−1∑
j=1

t
β−1
n−j t

α−1
j �

{
Ctα−1
n | logn|, β = 0,

Ct
α+β−1
n , 0< β < 1,

(19)

that are obtained in a standard way by comparing the sum with the corresponding integral. Together
with (14) and (18), we get

∥∥(Φ(v))
n
− (Φ(w))

n

∥∥ � h

n−1∑
j=0

∥∥R(tn, tj )∥∥D←X∣∣g(tj+1, vj+1)− g(tj+1,wj+1)
∣∣

� c0c1Lt
α−1
n

(
1+ | logh|)hγ+α−1‖v −w‖∞,

wherec1 is a constant that depends on the stability constant of Lemma 7, and onT . This proves thatΦ
is contractive∥∥Φ(v)−Φ(w)∥∥∞ � κ‖v −w‖∞
with anh-independent factorκ < 1 for h sufficiently small.

In order to verify thatΦ mapsDh ontoDh, we exploit∥∥Φ(v)− û∥∥∞ � κ
∥∥v − û∥∥∞ + ∥∥û−Φ(û)∥∥∞ � κc0h

γ + ∥∥û−Φ(û)∥∥∞.
It thus remains to show that∥∥û−Φ(û)∥∥∞ � (1− κ)c0h

γ . (20)

With the help of (14), (16), and (19), we obtain

tα−1
n

∥∥ûn −Φ(û)n∥∥= tα−1
n

∥∥∥∥∥h
n−1∑
j=0

R(tn, tj )δj+1

∥∥∥∥∥�Ch
(
1+ | logh|). (21)

The desired bound (20) can thus be achieved forγ < 1.
SinceΦ is a contraction onDh, the numerical solutionu∗ = (un)Nn=1 exists as the unique fixed-point

of Φ. Moreover, we have the preliminary convergence result∥∥un − u(tn)∥∥� c0t
α−1
n hγ , 0< nh� T .

In order to show the convergence estimate (9), we use again (21)

t1−αn

∥∥un − ûn∥∥ �
∥∥u∗ − û∥∥∞ �

∥∥Φ(u∗)−Φ(û)∥∥∞ + ∥∥û−Φ(û)∥∥∞
� κ

∥∥u∗ − û∥∥∞ +Ch(1+ | logh|).
Sinceκ < 1, this implies (9) and concludes our proof.✷
Proof of Theorem 6. This proof is very similar to the preceding one. It is essentially obtained by setting
α = 1 there. We omit the details.✷
Proof of Lemma 7. Since we are working on an equidistant grid, it is sufficient to consider the case
j = 0. The idea of the proof consists in comparing the time-dependent operatorR(tn,0) with the frozen
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operator(I −hA0)
−n. For the latter, stability estimates are well-established, see [9, Estimate (3.31)]. We

will use below that∥∥A0(I − hA0)
−n∥∥

X←X � Ct−1
n , 0< nh� T , (22)

holds with a constantC that depends onT , but not onn or h. Let

,j =A0
(
R(tn, tn−j )− (I − hA0)

−j), 1� j � n.
Expanding,n into a telescopic sum and using the resolvent identity

(I − hAj+1)
−1− (I − hA0)

−1= h(I − hAj+1)
−1(Aj+1−A0)(I − hA0)

−1

gives the recursion

,n = h
n−1∑
j=0

A0R(tn, tj )(Aj+1−A0)(I − hA0)
−j−1

= h
n−1∑
j=0

,n−j · (Aj+1−A0)A
−1
0 ·A0(I − hA0)

−j−1

+ h
n−1∑
j=0

A0(I − hA0)
j−n · (Aj+1−A0)A

−1
0 ·A0(I − hA0)

−j−1. (23)

Taking norms in (23), and using (22) and (19), we arrive at

‖,n‖X←X � Ch
n−1∑
j=0

tα−1
j+1 ‖,n−j‖X←X +Ctα−1

n

(
1+ | logh|).

Solving this Gronwall-type inequality and using once more (22) proves the desired result.✷

4. Runge–Kutta discretizations

In this section we generalize the convergence result of Theorem 6 to general Runge–Kutta methods.
We show below that, under certain smoothness assumptions on the exact solution and stability
requirements on the method, the convergence behaviour on finite time intervals is essentially governed
by the stage order of the numerical method.

An s-stageRunge–Kutta methodapplied to (4) with stepsizeh > 0, is given by the scheme

U ′ni = f (tn + cih,Uni), Uni = un + h
s∑
j=1

aijU
′
nj , 1� i � s,

(24)

un+1= un + h
s∑
i=1

biU
′
ni , n� 0,

whereaij , bi, ci ∈R are the coefficients of the method.
In the sequel we introduce the basic notions of order and stability. For details we refer to the

monograph [7]. Recall that the Runge–Kutta method (24) hasorder p if the error fulfills the relation
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un − u(tn)=O(hp) for h→ 0, uniformly on bounded time intervals, whenever the method is applied to
an ordinary differential equation with sufficiently smooth right-hand side; the method hasstage orderq
whenever the internal stages satisfyU0i − u(cih)=O(hq) ash→ 0 for all 1� i � s. We always assume
p � 1.

For specifying the stability requirements on the numerical method, it is useful to introduce the matrix
and vector notation

Oι= (aij )si,j=1, 1= (1, . . . ,1)T ∈R
s , b= (b1, . . . , bs)

T.

Then thestability functionof (24) is defined through

R(z)= 1+ zbT(I − zOι)−11.

The Runge–Kutta method isA(ϑ)-stableif I − zOι is invertible on the sectorMϑ = {z ∈C: |arg(−z)|�
ϑ} and if |R(z)|� 1 holds for allz ∈Mϑ ; the method is calledstronglyA(ϑ)-stableif additionallyOι is
invertible and the module ofR at infinity,R(∞)= 1− bTOι−11, is strictly smaller than one.

Our analysis is in the lines of Section 3 and uses the fact that the derivativeA(t)=D2f (t, u(t)) along
the exact solution is uniformly sectorial on[0, T ]. This follows from the Hölder continuity ofu. Thus
there are constantsM > 0, a ∈R and 0< ϕ < π/2 such that the resolvent estimate∣∣(λ−A(t))−1∣∣

X←X � M

|λ− a| for
∣∣arg(λ− a)∣∣� π − ϕ (25)

uniformly holds for 0� t � T .
Now we are ready to state the convergence result for Runge–Kutta methods.

Theorem 8 Error estimate in terms of the solution.Let Assumption1 hold and apply a Runge–Kutta
method of orderp and stage orderq to (4). Assume further that the exact solution has the regularity
propertiesu(r) ∈ B([0, T ],D) and u(r+1) ∈ B([0, T ],X) with r = min(p, q + 1), and that the method
is stronglyA(ϑ)-stable withϑ > ϕ, whereϕ is given by(25). Then there existsH > 0 such that for
0< h�H the numerical solutionun and the internal stagesUni of the Runge–Kutta method exist for all
n with 0� nh� T and satisfy∥∥un − u(tn)∥∥+ max

1�i�s

∥∥Uni − u(tn + cih)∥∥�Chr
(
1+ | logh|), 0 � nh� T .

The constant C in general depends onT , but not onn or h.

Although the requirement of strong stability excludes the Gauss–Legendre methods, the assumptions of
Theorem 8 are still satisfied by many interesting classes of Runge–Kutta methods: Thes-stage Radau IIA
methods satisfy the assumptions withp = 2s − 1 andq = s, the s-stage Lobatto IIIC methods with
p = 2s−2 andq = s−1. Both classes are stronglyA(π/2)-stable withR(∞)= 0, see [7, Chapter IV.5].

Proof of Theorem 8. For simplicity, we give the proof only for the case whereR(∞)= 0 and henceforth
supposeci ∈ [0,1] for all 1� i � s. For a more general proof, we refer to [15].

In order to write the Runge–Kutta scheme more compactly, it is useful to introduce some notation

Un = (Un1, . . . ,Uns)T, fn+1(Un)=
(
f (tn + cih,Uni)

)s
i=1, etc.

With the help of these abbreviations, (24) takes the form

U ′n = fn+1(Un), Un = 1un + hOιU ′n, un+1= un + hbTU ′n. (26)
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Here, the matrixOι is considered as a linear operator onXs and theith component ofOιU ′n is thus given
by
∑s
j=1aijU

′
nj .

Our analysis follows the ideas of Section 3 and relies on the consideration of the formally semilinear
equation (11). Let

An+1= diag
(
A(tn + c1h), . . . ,A(tn + csh)

)
.

Due to the resolvent condition (25) and theA(ϑ)-stability of the method, the operators

Jn+1= (I − hOιAn+1)
−1 and Kn+1= (I − hAn+1Oι)−1

are well-defined and bounded forh sufficiently small.
In this notation, the stages are given by

Un = Jn+11un + hJn+1Oιgn+1(Un), (27a)

and the Runge–Kutta solution has the representation

un+1=R(hAn+1)un + hbTKn+1gn+1(Un), n� 0,

with the stability function

R(hAn+1)= 1+ hbTAn+1(I − hOιAn+1)
−11.

Solving this recursion forun yields furthermore

un =R(tn,0)u0+ h
n−1∑
j=0

R(tn, tj+1)b
TKj+1gj+1(Uj), n� 0, (27b)

where

R(tn, tj )=R(hAn) · · ·R(hAj+1), 0 � j < n, R(tn, tn)= I
denote the discrete transition operators. Due to the validity of (12), they satisfy the stability estimate∥∥R(tn, tj )∥∥D←X � Ct−1

n−j , 0< tj < tn � T , (28)

for sufficiently small stepsizes 0< h�H , see [5, Theorem 1.1]. The constantC depends onT , but not
onh or n.

Inserting the exact solution̂un = u(tn) andÛn = (u(tn + cih))si=1 into the Runge–Kutta scheme (26)
yields

Û ′n = fn+1
(
Ûn
)
, Ûn = 1ûn + hOιÛ ′n +,n, ûn+1= ûn + hbTÛ ′n+ δn+1, (29)

where the defects are given by

δn+1= hk+1

1∫
0

(1− τ)k−1

k!

(
(1− τ)u(k+1)(tn + τh)− k

s∑
j=1

bj c
k
ju
(k+1)(τnj )

)
dτ,

,ni = hr
1∫

0

(1− τ)r−2

(r − 1)!

(
(1− τ)cri u(r)(τni)− (r − 1)

s∑
j=1

aij c
r−1
j u(r)(τnj )

)
dτ,



A. Ostermann, M. Thalhammer / Applied Numerical Mathematics 42 (2002) 367–380 377

with k = r − 1 or k = r andτni = tn + τcih. Consequently we have

|δn+1|� Chr+1, ‖δn+1‖� Chr, ‖,ni‖� Chr (30)

with constants depending on the method and the derivatives ofu of orderr andr + 1.
For the construction of the internal stages we use a fixed-point iterationΨ based on (27). It maps a

sequenceV = (Vn)Nn=0 in D to another sequenceΨ (V ) with components(
Ψ (V )

)
n
= Jn+11R(tn,0)u0+ hJn+1Oιgn+1(Vn)

+ h
n−1∑
j=0

Jn+11R(tn, tj+1)b
TKj+1gj+1(Vj). (31)

For somec0> 0 and 0< γ < 1 we choose the set

Dh =
{
V = (Vn)Nn=0 ∈D(N+1)s:

∥∥V − Û∥∥∞ � c0h
γ
}

as domain ofΨ and endow it with the norm

‖V ‖∞ = sup
0�n�N

‖Vn‖, where‖Vn‖ = max
1�i�s

‖Vni‖.
Here,N is defined through(N + 1)h� T < (N + 2)h.

We will show next thatΨ is contractive with contraction factorκ < 1 for sufficiently small stepsizes.
For this, we use the corresponding estimate to (18)∣∣gj+1(Vj )− g(tj+1,Wj )

∣∣� c0Lh
γ‖Vj −Wj‖. (32)

With the help of the stability result (28) and (32), we thus receive∥∥(Ψ (V ))
n
− (Ψ (W))

n

∥∥� c0c1L
(
1+ | logh|)hγ‖V −W‖∞,

with c1 depending on the quantityC from (28). This proves the contractivity ofΨ for sufficiently smallh.
From formula (29) and the definition ofΨ we further get∥∥Ûn − (Ψ (Û))n∥∥ �

n−1∑
j=0

∥∥Jn+11R(tn, tj+1)
∥∥
D←X|δj+1| + ‖Jn+1‖D←D‖,n‖

+ h
n−1∑
j=0

∥∥Jn+11R(tn, tj+1)b
TKj+1

∥∥
D←X|Aj+1,j |.

Applying the bounds (28) and (30) yields∥∥Û −Ψ (Û)∥∥∞ �Chr
(
1+ | logh|). (33)

An argument similar to that in the proof of Theorem 5 thus showsΨ (Dh)⊂Dh.
The convergence estimate for the internal steps now follows directly from the contractivity ofΨ

and (33)∥∥Un − Ûn∥∥�
∥∥U − Û∥∥∞ � 1

1− κ
∥∥Û −Ψ (Û)∥∥∞ �Chr

(
1+ | logh|). (34)

In order to estimate the error between the numerical and the exact solution, we use the relation

un+1− ûn+1=
(
1− bTOι−11

)(
un − ûn

)+ bTOι−1
(
Un− Ûn +,n

)− δn+1.

Due to our assumptionR(∞)= 0, the desired result follows at once from (30) and (34).✷
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5. Variable stepsizes

In order to keep the presentation as simple as possible, we have focused our attention in the previous
sections to constant stepsizes. This limitation, however, is not necessary and the results there hold for
variable stepsize sequences as well. The reason for this is quite simple: the techniques employed in our
proofs are either based on fixed-point iteration or rely on the comparison of Riemann-sums with their
corresponding integrals. Obviously, their use is not limited to constant stepsizes.

Although the generalization to variable stepsizes is straightforward, we briefly describe how the
variable stepsize version of our stability lemma comes about. For this, we need some additional notation.
Let t0= 0< t1< · · ·< tN be the given grid and denote by

hn = tn − tn−1, 1� n�N,
the corresponding stepsizes. As in Section 3, we define the discrete evolution operators

R(tn, tj )= (I − hnAn)−1 · · · (I − hj+1Aj+1)
−1, 0� j < n�N,

as well as their counterparts with frozen arguments

r(tn, tj )= (I − hnAj)−1 · · · (I − hj+1Aj)
−1, 0 � j < n�N.

Further, let

,nj =Aj
(
R(tn, tj )− r(tn, tj )

)
, 0 � j < n�N.

The main idea is again to compare the time-dependent operatorR(tn, tj )with the frozen operatorr(tn, tj ).
For the latter, we have the stability estimate [6, Lemma 5.1]∥∥Ajr(tn, tj )∥∥X←X �C(tn − tj )−1, 0� j < n�N,
where the constantC depends ontN , but not onn andj . In the same way as in the proof of Lemma 7, by
using the telescopic identity and the estimate

n−1∑
k=j
hk+1(tn − tk)−1(tk+1− tj )α−1 � C(tn − tj )α−1(1+ | loghn|

)
we arrive at

‖,nj‖X←X �C
n−1∑
k=j
hk+1(tk+1− tj )α−1‖,nk‖X←X +C(tn − tj )α−1(1+ | loghn|

)
.

Applying a discrete Gronwall lemma thus gives the desired result. For a similar Gronwall-type inequality,
we refer to [2, Lemma 4.4].

We finally remark that our variable stepsize estimates are valid without any additional condition on
the stepsize sequence.

6. Numerical examples

The numerical examples given below illustrate our convergence results for the backward Euler method.
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We consider again the nonlinear initial-boundary value problem (5). It is noteworthy that it has an
unstable equilibriumU = 1 which is hyperbolic under the generic conditionaπ2n2 �= 2 for all n ∈ N.
In the following we choosea = 1 and consider various initial values that satisfy the requirements of
Theorems 5 and 6.

Example 9. The smooth and positive function

U0(x)= x
3

3
− x

2

2
+ 1, 0� x � 1,

satisfies the Neumann boundary conditions and thus lies inD. Since the compositionf (0,U0) is
analytic, it further fulfillsf (0,U0) ∈ (X,D)α,∞ for every 0< α < 1/2, see (7). Therefore, Theorem 5 is
applicable.

Example 10. The polynomial

U0(x)=−20x7+ 70x6− 84x5+ 35x4+ 1

is positive for allx ∈ [0,1]. Moreover, the derivatives ofU0 up to order 3 vanish at the boundary, which
impliesU0 ∈D andf (0,U0) ∈D. Therefore, Theorem 8.1.1 of [12] applied to

u′′ =D1f (t, u)+D2f (t, u)u
′, u′(0)= f (0,U0)

guarantees thatu′ ∈ C([0, T ],D) and in particularu′′ ∈ B([0, T ],X). Thus the requirements of
Theorem 6 hold.

Example 11. For a constant initial value, the solutionU(t, x) depends ont only. Along such a solution,
problem (5) reduces to the simple ordinary differential equation

w′ = logw, w(0)=U0,

and we getU(t, x)=w(t). In our experiment, we integrated the original problem withU0= 5.

We discretized problem (5) in space by standard finite differences on an equidistant grid with meshwidth
,x = 10−4, and in time by the backward Euler method, respectively. For the different initial values, the
integration was performed up toT = 1 with stepsizesh = H/2j whereH = 0.2 and 0� j � 7. We
emphasize that the implementation of the right-hand side (6) as well as the approximation to its Jacobian
requires some care.

In order to determine the errors, we compared the results with more precise approximations that have
been obtained with the codeRADAU5. This code is a variable stepsize implementation of the 3-stage

Table 1
Numerically observed orders of convergence atT = 1

Stepsizeh 1/5 1/10 1/20 1/40 1/80 1/160 1/320

Example 9 1.167 1.074 1.036 1.018 1.009 1.005 1.002
Example 10 1.238 1.203 1.180 1.151 1.114 1.076 1.045
Example 11 1.008 1.004 1.002 1.001 1.001 1.000 1.000
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Radau IIA method, see [7]. From the quotients of the errors, the numerical orders of convergence were
computed in a standard way. The results are given in Table 1. As expected, the numbers approach one
ash decreases.
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Abstract

In the present paper, stability and convergence properties of linear multistep methods are investigated. The
attention is focused on parabolic problems and variable stepsizes. Under weak assumptions on the method and
the stepsize sequence an asymptotic stability result is shown. Further, stability bounds for linear nonautonomous
parabolic problems with Hölder continuous operator are given. With the help of these results, convergenceestimates
for semilinear and fully nonlinear parabolic problems are derived.
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1. Introduction

In this paper, we study the stability and convergence properties of linear multistep methods applied
to nonlinear parabolic problems. Our analysis admits variable stepsizes and is based on an abstract
framework of sectorial operators and analytic semigroups in Banach spaces.

Stability results for variable stepsize multistep discretizations generally require that the ratios of two
subsequent steps are bounded from below and above, i.e.,Ω1 � hn/hn−1 � Ω2 with appropriateΩ1

andΩ2. For ordinary differential equations, two conceptually different types of stability estimates are
found in literature, see [9, Section III.5].
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The first approach ensures stabilityindependentlyof the chosen stepsize sequence. To our knowledge,
Grigorieff [8] was the first who analyzed BDF discretizations of ordinary differential equations in this
way. Recently, stability bounds that depend only weakly on the stepsize sequence have been derived
for BDF discretizations of parabolic problems in a Hilbert space setting by Becker [2], Calvo and
Grigorieff [3], and Emmrich [5]. Notwithstanding the merits of this approach, it has its shortcomings as
well, since it gives, in general, quite disappointing values forΩ1 andΩ2. For BDF5, e.g., one obtains the
stringent condition 0.997� hn/hn−1 � 1.003 in order to ensure zero-stability without further restrictions
on the stepsize sequence.

The second approach allows the stability factor todependon the stepsize sequence. To obtain
(practical) stability, however, it must be guaranteed that this factor remains bounded by a (reasonable)
constant. For ordinary differential equations, this approach was used by Gear and Tu [6]. Under the
assumption that the stepsize sequence depends smoothly on the local errors, they obtained favourable
convergence results. More recently, this direction has been further exploited for linear parabolic problems
in a series of papers by Palencia [14,15] and Palencia and García-Archilla [16]. The results of Palencia,
however, are not sufficient to obtain convergence for nonlinear problems. Our motivation for the present
paper was to derive the missing stability estimates and to develop a convergence theory of multistep
methods for nonlinear parabolic problems.

The present paper is structured as follows: In Section 2, we first introduce the analytical framework,
based on the theory of sectorial operators in Banach spaces, and we specify the requirements on
the numerical method. We then derive our main stability results for asymptotically stable analytic
semigroups. This is the key for proving asymptotic stability of multistep discretizations. In Section 3,
we extend the stability results of Section 2 to arbitrary sectorial operators, and then in Section 4 to
linear nonautonomous parabolic problems with Hölder continuous operator. In Section 5, we apply
the stability results to semilinear parabolic problems, and we derive a convergence result for finite
times. In Section 6, we give applications to fully nonlinear parabolic problems. We study the long-
term behaviour of multistep discretizations nearby an asymptotically stable equilibrium, and we state
a convergence result for smooth solutions on compact time intervals. Corresponding results for Runge–
Kutta methods are found in our papers [7,13,18].

Throughout this paper, we employ the following notation. For normed spacesY andZ, the space
L(Y,Z) comprises all linear operators fromY to Z. It is endowed with the usual operator norm de-
noted by‖ · ‖Z←Y . For an integerk � 1, the norm on the product spaceY k is defined by‖y‖Y k =
max{‖yi‖Y : 1 � i � k} for y = (y1, . . . , yk)

T ∈ Y k. In order to simplify the notation, we usually dismiss
the dimensions in the operator norm and write‖ · ‖Z←Y instead of‖ · ‖Zk←Y k for short. We recall that
for an arbitrary matrixB with coefficientsbij and a linear operatorA, the (i, j)th component of the
Kronecker productB ⊗ A equalsbijA. We further distinguish between the identity operatorI and the
identity matrixI on R

k .
Henceforth,C denotes a generic constant with possibly different values at different occurrences.

2. Asymptotic stability for time-independent operators

In this section, we derive fundamental stability estimates for linear multistep methods with variable
stepsizes. Our results substantially rely on the papers [15] and [16].
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We study the abstract initial value problem on a Banach space(X,‖ ·‖X)
u′(t)=Au(t), t > 0, u(0) given, (1)

whereA is a densely defined and closed linear operator onX. The domainD of A is endowed with the
graph norm‖ ·‖D. Our main assumption onA is the following, cf. [12] or [10].

HA1. We suppose thatA ∈ L(D,X) is sectorial onX, i.e., for some constantsa ∈ R, M � 1 andϕ ∈
(0, π/2), the resolvent ofA fulfills the condition∥∥(λI −A)−1

∥∥
X←X � M

|λ− a| , λ ∈C \ Sϕ(a), (2)

on the complement of the sectorSϕ(a)= {λ ∈C: |arg(a − λ)|� ϕ} ∪ {a}.
Let (hn)n�0 denote the sequence of positive time steps with corresponding ratiosωn = hn/hn−1, n� 1,

and setωn = (ωn, . . . ,ωn+k−2). The associated grid points are denoted bytn = h0 + h1 + · · · + hn−1.
Throughout the paper, we use the following assumption on the stepsize sequence.

HS1. We assume that there existsΩ>1 such that the stepsize ratios satisfyΩ−1 �ωn�Ω for all n�1.

We first draw some conclusions from this hypothesis that are all-important for our stability results.
Let (hn)n�0 be a stepsize sequence satisfying HS1. For the subsequencehk−1, hk, . . . , hk+j−2 of length
j , consider the associated sequence of ordered stepsizeshπ(1) � hπ(2) � · · ·� hπ(j) and set

τ (j)" = hπ(1)+ · · · + hπ(") for 0� "�j. (3a)

From the identity

tn+k−1= hn+k−2+ · · · + hj+k−1+ hπ(j)+ · · · + hπ("+1) + τ (j)" + tk−1,

with the help of HS1 and the obvious estimateshj+k−1 �Ωhπ(j) andhπ("+1) �Ωτ(j)" , we get the useful
relation

tn+k−1− tk−1 � CΩn−"τ (j)" for 1 � "�j � n. (3b)

We further note for later use that

Ctn+k−1 � tn+k−1− tk−1 � tn+k−1, n� 1,
tn+k−1− tk−1 � CΩnhk−1.

(3c)

The numerical approximationun+k to the solution of (1) at timetn+k by a linear multistep method is
given recursively by

k∑
i=0

αniun+i = hn+k−1A

k∑
i=0

βniun+i , n� 0. (4)

This relation involves the coefficientsαni andβni , 0� i � k, that may depend onωn+1, and on the starting
valuesu0, u1, . . . , uk−1. For more information on variable stepsize linear multistep methods, we refer to
the monograph [9].

In order to write the numerical scheme (4) in compact vector form, we denote

Un = (un, un+1, . . . , un+k−1)
T,
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for n� 0. Further, we introduce the functions

Jn+1(z)= (αnk − βnkz)−1,

sn+1,i(z)=−Jn+1(z) · (αni − βniz), 0 � i � k − 1.
(5)

Here, the first index indicates the dependence onωn+1. Then, the companion matrix of the method is
given by

rn+1(z)=


0 1 0 . . . 0
... 0 1

. . .
...

...
...

. . .
. . . 0

0 0 . . . 0 1
sn+1,0(z) sn+1,1(z) . . . . . . sn+1,k−1(z)

 .
For constant time steps, we denote the companion matrix byr(z) for short.

The above notation allows us to rewrite (4) as

Un =
n∏
j=1

rj (hj+k−2A)U0, n� 0. (6)

We note that the factors arising in the product do not commute, in general.
Throughout the paper, we require the following stability assumption for constant stepsizes.

HM1. We assume that the linear multistep method(4) isA(ϕ)-stable and strictly stable at0 and infinity.
Thus,λ = 1 is the only eigenvalue of the companion matrix at0 with modulus one, and the spectral
radius of the companion matrix at infinity,*= *(r(∞)), is less than one.

The following hypothesis is needed for variable stepsizes.

HM2. We assume that the coefficientsαni and βni in (4) are bounded for all stepsize sequences satis-
fying HS1. We further require that the rational functionsJn(z) and sni(z) in (5) remain bounded for
z ∈ Sϕ(0).

If the k-step method is consistent of orderp, the principal eigenvalueλ1(z) of r(z) fulfills

λ1(z)= ez +O(zp+1), z→ 0,

see [11]. Note that this relation implies

λ1(z)= ez+η(z) with η(z)=O(zp+1) for z→ 0,

which is important for the results we have in mind.

HM3. We assume that the linear multistep method(4) has orderp � 1.

Example. The k-step BDF methods, for 1� k � 6, satisfy HM1–2 with* = 0 for any Ω > 0,
and HM3 withp = k, see [9].
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Now we are ready to state the stability result. The corresponding results for Runge–Kutta methods are
given in [1]. In order to simplify the notation we introduce the abbreviation

C∆
ω,n = C

n+k−2∏
j=1

(
1+∆|ωj − 1|)2 � Ce2∆

∑n+k−2
j=1 |ωj−1|

. (7)

Theorem 1. Consider the linear multistep discretization(4) of Eq.(1), and assume thatHA1 with a < 0,
HS1, andHM1–3 hold. Ifµ� 1 satisfies*Ωµ < 1, then the following bound is valid for alln� 1∥∥∥∥∥

n∏
j=1

rj (hj+k−2A)

∥∥∥∥∥
D←D

�
C∆
ω,n

1+ tµn+k−1

.

If in additionµ� 2, we have for alln� 1∥∥∥∥∥
n∏
j=1

rj (hj+k−2A)−
n∏
j=1

rj (∞)
∥∥∥∥∥
D←X

�
C∆
ω,n

tn+k−1+ tµn+k−1

.

Recall that under hypothesis HA1 witha < 0, the semigroup etA decays exponentially fast to 0, since
for any ã > a∥∥etA

∥∥
D←D + t

∥∥etA
∥∥
D←X �Ceãt , t � 0.

Let the stepsize sequence be such thattn→∞ for n→∞. If the quotient

C∆
ω,n

1+ tµn+k−1

→ 0, for n→∞, (8)

then the numerical method is asymptotically stable. Forpractical purposes, however, it is essential that
the quotient in (8) remains bounded by areasonableconstant for alln. This is achieved, for example, in
the following situation.

Example. Suppose that the size of the gridpoints grows exponentially fasttn � Cqn with some 1<
q �Ω and that for someµ� 2(

1+∆(Ω − 1)
)2
< qµ and *Ωµ < 1. (9)

Then, the numerical method is asymptotically stable, and the constant in (8) is reasonable, if|a|h0 is not
too small. Note that (9) holds forµ sufficiently large, if*= 0.

Proof of Theorem 1. Our proof is strongly based on the work of Palencia. An application of a matrix
version of [15, Lemma 1 and Theorem 2] to the shifted operatorA− aI shows that the following bound
holds∥∥g(A)∥∥�C‖g‖ϕ,a +C‖g‖ϕ,a log+

(
Nϕ,a(g)

‖g‖ϕ,a
)
,

for any holomorphic mappingg defined on some neighbourhood ofSϕ(a) taking values in the space of
complexk× k matrices. We here denote

‖g‖ϕ,a = sup
{∥∥g(λ)∥∥: λ ∈ Sϕ(a)

}
,

Nϕ,a(g)=
∥∥g(a)∥∥+ ∥∥g(∞)∥∥+√Zϕ,a(g)Iϕ,a(g),
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with

Zϕ,a(g)= sup
{∥∥(λ− a)−1(g(λ)− g(a))∥∥: λ ∈ Sϕ(a)

}
,

Iϕ,a(g)= sup
{∥∥(λ− a)(g(λ)− g(∞))∥∥: λ ∈ Sϕ(a)

}
.

The first part of the theorem follows by applying this bound to the function

g(λ)=
n∏
j=1

rj (hj+k−2λ), (10)

and Lemma 4 below. More precisely, we use the inequalityx log+(y/x)� log+(y/b)+ b/e which holds
for y � 0 andx, b > 0. We recall here that log+ x =max(0, logx). Settingx = ‖g‖ϕ,a , y =Nϕ,a(g) and

b= 1

1+ tµn+k−1

n+k−2∏
j=1

(
1+∆|ωj − 1|)2,

then yields the first estimate of the theorem with the additional factor 1+ log+ tn+k−1. This factor,
however, can be omitted by slightly increasingµ. The second part of the theorem follows in the same
way by using the function

G(λ)= λ
(

n∏
j=1

rj (hj+k−2λ)−
n∏
j=1

rj (∞)
)
, (11)

and Lemma 5. ✷
The auxiliary results that are needed in the above proof are collected in the remainder of this section.

First, we study the behaviour of the companion matrix for constant time steps. We remark thatr(z)

satisfies an estimate of the form∥∥r(z1)− r(z2)
∥∥� Cmin

(|z1− z2|,
∣∣z−1

1 − z−1
2

∣∣), z1, z2 ∈ Sϕ(0).
The following lemma is an extension of [16, Theorem A.1]. For a related decomposition of the companion
matrix, see [4].

Lemma 1. Let r(z) be the companion matrix of a linear multistep method satisfyingHM1 and HM3.
Then there exists a mapT defined onSϕ(0) with values in the space of complexk × k matrices with the
following properties: For any0< * < δ < 1, there exist a neighbourhoodB = {z ∈ C: |z|� σ } of the
origin and a constant0< c < 1 such that the following estimates hold∥∥T (z)r(z)T (z)−1

∥∥� ec Rez, z ∈Σ0= B ∩ Sϕ(0),∥∥T (z)r(z)T (z)−1
∥∥� δ, z ∈Σ∞ = Sϕ(0) \Σ0.

(12a)

Furthermore, we have for allz, z1, z2 ∈ Sϕ(0)∥∥T (z)∥∥� C,
∥∥T (z)−1

∥∥� C,∥∥T (z1)− T (z2)
∥∥�Cmin

(|z1− z2|,
∣∣z−1

1 − z−1
2

∣∣). (12b)
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Proof. The lemma is a consequence of [16, Theorem A.1]. In order to show the additional esti-
mates (12a), we choose a Lipschitz-continuous mapψ that coincides with the exponentialψ(z) = ecz

near the origin and satisfiesψ(z) = δ in a neighborhood of∞ in such a way that*
(
ψ(z)−1r(z)

)
< 1

holds onSϕ(0) \ {0}. Then, the result follows from an application of Theorem A.1 inloc.cit. ✷
In order to study the productg(λ) it is useful to introduce the map

Φ :Sϕ(0)→C : z �→Φ(z)=
{

ec Rez if z ∈Σ0,
δ if z ∈Σ∞,

which essentially captures the behaviour ofr(z), see (12a).

Lemma 2. Under the assumptions of Lemma1 andHM2, it holds∥∥∥∥∥
n∏
j=1

rj (hj+k−2λ)

∥∥∥∥∥� C∆
ω,n ·

n∏
j=1

Φ(hjλ), λ ∈ Sϕ(a).

Proof. The proof is very close to that of [16, Lemma 3.2]. Replacing relation (32) ofloc.cit. with (12a)
and tracing its effects, yields the result. In particular, the very form ofC∆

ω,n in (7) as a product is
obtained. ✷
Lemma 3. Let the stepsize sequence satisfyHS1, and letγ > 0 andµ> 0 be such thatγΩµ � 1. Then,
for c > 0, there exists a constantC such that

γ n−me−cτ
(j)
m � C

1+ tµn+k−1

for all 0�m� j � n

with τ (j)m given by(3a).

Proof. From (3) we obtaintµn+k−1γ
n−m � C(γΩµ)n−m(τ (j)m )µ, and the assertion follows at once from the

uniform boundedness ofsµe−cs for positives. ✷
We are now ready to derive the desired estimates for the functiong(λ), defined in (10).

Lemma 4. Under the assumptions of the theorem, it holds

sup
λ∈Sϕ(a)

∥∥g(λ)∥∥�
C∆
ω,n

1+ tµn+k−1

,

sup
λ∈Sϕ(a)

∥∥(λ− a)−1
(
g(λ)− g(a))∥∥�

C∆
ω,n

1+ tµn+k−1

tn+k−1,

sup
λ∈Sϕ(a)

∥∥(λ− a)(g(λ)− g(∞))∥∥�
C∆
ω,n

1+ tµ−1
n+k−1

t−1
n+k−1.

Proof. It is convenient to employ the following abbreviations

rj = rj (hj+k−2λ), *j = rj (∞). (13)
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We choose* < δ < 1 such thatδΩµ < 1. Let" denote the number of indicesk − 1 �m� n− 1 such
that |hmλ|< σ . From Lemma 2 and (3b), we get∥∥g(λ)∥∥� C∆

ω,nδ
n−"ecτ

(n)
" Reλ.

Since Reλ � a < 0, the first assertion of the lemma follows at once from (3) and Lemma 3. For the
second bound, we use the telescopic identity

g(λ)− g(a)=
n∑
j=1

n∏
l=j+1

rl(hl+k−2a)
(
rj − rj (hj+k−2a)

) j−1∏
i=1

ri,

and the estimate‖rj − rj (hj+k−2a)‖�Chj+k−2|λ− a|. This yields∥∥(λ− a)−1(g(λ)− g(a))∥∥� C∆
ω,n

n∑
j=1

hj+k−2δ
n−"j−1ecτ

(j−1)
"j

a
,

with 0� "j � n−1, and the same arguments as before yield the desired bound. The last estimate follows
in a similar way from

g(λ)− g(∞)=
n∑
j=1

n∏
l=j+1

*l(rj − *j )
j−1∏
i=1

ri .

For fixedj � 2, let" = "(j) denote the number of indicesk − 1 �m� j + k − 3 such that|hmλ|< σ .
Using ‖(λ − a)(rj − *j )‖ � Ch−1

j+k−2 for "(j) = 0 and|λ − a|τ" ecτ" Reλ � C for "(j) � 1 yields the
desired result. ✷

We next study the behaviour ofG(λ), defined in (11).

Lemma 5. Under the assumptions of the theorem, it holds

sup
λ∈Sϕ(a)

∥∥G(λ)∥∥�
C∆
ω,n

1+ tµ−1
n+k−1

t−1
n+k−1,

sup
λ∈Sϕ(a)

∥∥(λ− a)−1
(
G(λ)−G(a))∥∥�

C∆
ω,n

1+ tµn+k−1

(1+ tn+k−1),

sup
λ∈Sϕ(a)

∥∥(λ− a)(G(λ)−G(∞))∥∥�
C∆
ω,n

1+ tµ−2
n+k−1

t−2
n+k−1.

Proof. SinceG(λ)= λ(g(λ)− g(∞)), the first estimate follows in the same way as that in the previous
lemma. For the second estimate, we use the identity

G(λ)−G(a)= (λ− a)(g(λ)− g(a))+ a(g(λ)− g(a)),
and the previous lemma. In order to show the last relation, we define with (13) the analytic function
ψj(λ)= λ(rj − *j ) which is bounded at infinity byCh−1

j+k−2. Using

G(∞)=
n∑
j=1

n∏
l=j+1

*lψj (∞)
j−1∏
i=1

*i,
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and the telescopic identity, we get

G(λ)−G(∞)

=
n∑
j=1

n∏
l=j+1

*l
(
ψj(λ)−ψj(∞)

) j−1∏
i=1

*i +
n∑
j=1

n∏
l=j+1

*l(rj − *j )λ
(
j−1∏
i=1

ri −
j−1∏
i=1

*i

)
.

Expanding the last term again with the telescopic identity, the desired bound now follows as in the
previous lemma. ✷

3. Stability on compact time intervals

In this section, we derive stability estimates for (4) on compact time intervals[0, T ]. We first give an
extension of Theorem 1 to nonnegativea. We make use of the following hypothesis which is familiar
from the convergence analysis of linear multistep methods for ODEs, see [9, Theorem III.5.7].

HS2. We assume that the stability factorsC∆
ω,n in (7) are uniformly bounded by a constant for alln� 0.

We emphasize that the size of the constant in HS2 may depend on the length of the considered time
interval.

Theorem 2. Consider the linear multistep discretization(4) of Eq.(1) on the interval[0, T ], and assume
that HA1, HS1–2, HM1–3 hold and that*Ω2 < 1. Then, there exist positive constantsH andC such
that for 0<hj �H the following bounds are valid for alln� 1 with tn � T∥∥∥∥∥

n∏
j=1

rj (hj+k−2A)

∥∥∥∥∥
D←D

� C,

∥∥∥∥∥
n∏
j=1

rj (hj+k−2A)−
n∏
j=1

rj (∞)
∥∥∥∥∥
D←X

� C

tn+k−1
.

The constantC depends on the constants that appear in our assumptions and onT , but it is independent
of n.

Proof. Our proof relies on a smart idea of Palencia [14, Section 3]. Since our assumptions on the stepsize
sequence here are different, we shortly comment on the necessary modifications. Forb > a � 0, let
fj = (1+∆|ωj − 1|)−2 and

r̃j = fj · rj
(
hj+k−2(A− bI)

)
and r̂j = fj · rj (hj+k−2A).

Note that the(k,m)-entry of r̂j − r̃j is given by

hj+k−2bfj · (βj−1,kαj−1,m − αj−1,kβj−1,m) Jj (hj+k−2A)Jj
(
hj+k−2(A− bI)

)
. (14)

Therefore, there exists a constantC such that∥∥r̃j − r̂j∥∥� C · hj+k−2.

The first assertion of the theorem now follows at once from the telescopic identity

n∏
j=1

r̂j =
n∑
j=1

n∏
l=j+1

r̃l
(
r̂j − r̃j

) j−1∏
i=1

r̂i +
n∏
j=1

r̃j ,
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and a discrete Gronwall lemma. To obtain the second bound, we write

(I ⊗A)
(

n∏
j=1

r̂j −
n∏
j=1

r̃j

)
=

n∑
j=1

n∏
l=j+1

r̃l
(
r̂j − r̃j

)
(I ⊗A)

(
j−1∏
i=1

r̂i −
j−1∏
i=1

r̃i

)

+(I ⊗A)
n∑
j=1

n∏
l=j+1

r̃l
(
r̂j − r̃j

) j−1∏
i=1

r̃i .

To bound the inhomogeneity, we use again (14). Due to∥∥∥∥∥I ⊗ (A− bI)θ
n∏
j=2

r̂j ·
(
I ⊗ J1

(
hk−1(A− bI)

))∥∥∥∥∥
X←X

� C

tθn+k−1

, 0� θ � 1,

which follows from Theorem 1 by interpolation, the inhomogeneity is seen to be bounded by
n∑
j=1

hj+k−2 (tn+k−1− tj+k−2)
−1/2 t

−1/2
j+k−2 � C.

The desired result now follows again with a discrete Gronwall lemma.✷
The following lemma is a discrete version of the well-known identity

A

t∫
0

eτA dτ = etA− I.

We denote againrj = rj (hj+2−kA), Jj = Jj (hj+2−kA), and further

ek = (0, . . . ,0,1)T and 1= (1, . . . ,1)T ∈R
k. (15)

Recall that a linear multistep method is consistent of order 0, ifαj0+ · · · + αj,k−1= 0 for all j .

Lemma 6. Assume thatHA1, HS1, HM1–2 hold, and that the multistep method is consistent of order0.
We then have

hj+k−1(βj0+ · · · + βj,k−1)(ek ⊗AJj+1)= (rj+1− I )1,
and in particular

n∑
j=1

hj+k−2

(
n∏

l=j+1

rl

)(
ek ⊗ (βj−1,0+ · · · + βj−1,k−1)AJj

)= ( n∏
j=1

rj − I
)

1.

The proof is straightforward and therefore omitted.

4. Stability for time-dependent operators

In this section, we consider the time-dependent problem

u′(t)=A(t)u(t), 0< t � T , u(0) given, (16)
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whereA : [0, T ]→ L(D,X) for someT > 0. Our basic assumptions on the operatorA(t) rely on [12].

HA2. We assume that the operatorA(t) satisfiesHA1 uniformly in t. In particular,A(t) is supposed to
have a fixed domainD.

The following assumption concerning the Hölder continuity ofA is motivated by the framework
considered in [13].

HA3. We suppose thatA ∈ Cα([0, T ],L(D,X)) for some0< α � 1, i.e., there exists a constantL > 0
such that∥∥A(t)−A(s)∥∥

X←D �L(t − s)α, for all 0 � s < t � T .

A linear k-step method, applied to (16) takes the form

k∑
i=0

αniun+i = hn+k−1

k∑
i=0

βniA(tn+i )un+i , n� 0. (17)

Again, it is convenient to work withUn = (un, un+1, . . . , un+k−1)
T. For this purpose, we denote

sn+1,i(z,w)=−(αnk − βnkz)−1(αni − βniw),
and we define the companion matrix of the method through

rn+1(z0, z1, . . . , zk)=


0 1 0 . . . 0
... 0 1

. . .
...

...
...

. . .
. . . 0

0 0 . . . 0 1
sn+1,0(zk, z0) sn+1,1(zk, z1) . . . . . . sn+1,k−1(zk, zk−1)

 .
Further, we set

sni(z)= sni(z, z) and rn(z)= rn(z, . . . , z), n� 1,

which makes our new notation compatible with that of the previous sections. Besides, for integersj � 0,
we setAj =A(tj ), and we write for short

Rn+1= rn+1(hn+k−1An, . . . , hn+k−1An+k), n� 0.

This allows us to rewrite the numerical method (17) as

Un =RnRn−1 · · ·R1U0, n� 0. (18)

We are now in a position to give the stability result for (17). Henceforth, we denotehmax= max{hj :
0 � tj � T }.

Theorem 3. Consider the linear multistep discretization(17) of Eq. (16) on the interval [0, T ],
and assume thatHA2–3, HS1–2, HM1–3 hold and that*Ω2 < 1. Then, there exist positive constants
H andC such that for0< hj �H the following bounds are valid for alln� 1 with tn � T
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n∏
j=1

Rj

∥∥∥∥∥
X←X
+
∥∥∥∥∥

n∏
j=1

Rj

∥∥∥∥∥
D←D

� C, (19a)

∥∥∥∥∥
n∏
j=2

Rj ·
(
I ⊗ J1(hk−1Ak)

)∥∥∥∥∥
D←X

� C

(
1

tn+k−1
+ | loghmax|

t1−αn+k−1

)
. (19b)

The constantC depends on the constants that appear in our assumptions and onT , but it is independent
of n.

Proof. The main idea for proving the theorem is to compareRn with the frozen operatorrn =
rn(hn+k−2A). To show the first estimate in the norm ofD, we chooseA=An+k−1 and use the telescopic
identity and the bounds of Theorem 2 to get∥∥∥∥∥

n∏
j=1

Rj

∥∥∥∥∥
D←D

� C

n∑
j=1

(tn+k−1− tj+k−2)
−1‖Rj − rj‖X←D

∥∥∥∥∥
j−1∏
i=1

Ri

∥∥∥∥∥
D←D
+C.

Due to HA3, we have

‖Rj − rj‖X←D � C · hj+k−2(tn+k−1− tj+k−2)
α,

and the application of a discrete Gronwall lemma yields the desired result. The corresponding estimate
in the norm ofX is obtained in a similar way from

n∏
j=m

Rj =
n∑

j=m

n∏
l=j+1

Rl(Rj − rj )
j−1∏
i=m

ri +
n∏

j=m
rj , 1�m� n,

by choosingA= Am+k−1. A preliminary estimate for (19b) is obtained with the same choice ofA from
the identity

n∏
j=m+1

Rj −
n∏

j=m+1

rj =
n∑

j=m+1

(
n∏

l=j+1

Rl −
n∏

l=j+1

rl

)
(Rj − rj )

j−1∏
i=m+1

ri

+
n∑

j=m+1

n∏
l=j+1

rl(Rj − rj )
j−1∏

i=m+1

ri .

Multiplying this relation from the right withI ⊗ Jm(hm+k−2Am+k−1) shows that the inhomogeneity, as
an operator fromX toD, is bounded by

n∑
j=m+1

hj+k−2 (tn+k−1− tj+k−2)
−1 (tj+k−2− tm+k−2)

α−1 �C · (1+ | loghn+k−2|
)
.

With the help of a discrete Gronwall lemma, we thus get a preliminary bound for (19b) with loghn+k−2

in place of loghmax. In a similar way, we get a bound with loghk−1 instead.
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It remains to show the sharper estimate with loghmax. For this, letk− 1 �m� n+ k− 2 be an index
with hm = hmax. Depending on the size oftm, we distinguish two cases. If 2tm � tn+k−1− tk−1, we write
with J1= J1(hk−1Ak)∥∥∥∥∥

n∏
j=2

Rj · (I ⊗ J1)

∥∥∥∥∥
D←X

� ‖Rn · · ·Rm+1‖D←D
∥∥Rm · · ·R2(I ⊗ J1)

∥∥
D←X

and use (19a) and the preliminary bound from above to obtain the desired estimate. If 2tm � tn+k−1− tk−1,
we use the identity∥∥∥∥∥

n∏
j=2

Rj · (I ⊗ J1)

∥∥∥∥∥
D←X

�
∥∥Rn · · ·Rm+1(I ⊗ Jm)

∥∥
D←X

× ∥∥(I ⊗ (αm−1,k − βm−1,khm+k−2Am+k−1)
)
Rm · · ·R2(I ⊗ J1)

∥∥
X←X.

ExpressingRm · · ·R2 − *m · · ·*2 through the telescopic identity then yields as before the desired
result. ✷

5. Applications to semilinear parabolic problems

As a first application of our stability results, we study the behaviour of time discretizations for
semilinear parabolic problems by linear multistep methods with variable stepsizes. In the following,
we briefly sketch a convergence result for finite times.

For our purposes, it is useful to employ an abstract formulation of the parabolic initial-boundary value
problem as an initial value problem on a Banach space(X,‖ ·‖X)

u′(t)=Au(t)+ f (u(t)), t > 0, u(0) given. (20)

Here, the linear operatorA :D→X is assumed to be sectorial. We further suppose that the mapf :O⊂
Xθ → X :v �→ f (v) defined on some open subset of an interpolation spaceXθ = [X,D]θ , 0 � θ < 1,
is Fréchet differentiable and that its Fréchet derivativeDf (v) satisfies a local Lipschitz condition.
Reaction–diffusion equations and the incompressible Navier–Stokes equations fit into this analytical
framework, see [10,12,17].

As linear multistep methods are invariant under linearization, we may assume without loss of
generality that Eq. (20) is already linearized aroundu(0). Consequently,f satisfies∥∥f (v)− f (w)∥∥

X
� L*‖v−w‖Xθ (21)

for all v,w ∈Xθ with ‖v − u(0)‖Xθ � * and‖w− u(0)‖Xθ � *.
Applying a lineark-step method (4) of orderp to Eq. (20) yields

Un+1= rn+1Un + hn+k−1(I ⊗ Jn+1)f (Un+1), n� 0. (22)

Here, we make use of the notation introduced in Section 2. In particular, we haveUn = (un, un+1,

. . . , un+k−1)
T, rn+1 = rn+1(hn+k−1A) and Jn+1 = (αnk − hn+k−1βnkA)

−1. Furthermore, withek =
(0, . . . ,0,1)T ∈R

k , we denote

f (Un+1)=
k∑
i=0

βniek ⊗ f (un+i ).
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Solving (22), we receive the discrete variation-of-constants formula

Un =
n∏
j=1

rjU0+
n∑

m=1

hm+k−2

n∏
j=m+1

rj (I ⊗ Jm)f (Um), n� 0. (23)

We now carry out a fixed point iteration based on this relation. That is, for finite sequencesV = (Vn)Nn=0
belonging to a ball around the constant sequenceU(0) with componentsU(0)= 1⊗ u(0)

V =
{
V = (Vn)Nn=0:

∥∥V −U(0)∥∥
Xθ ,∞ = max

0�n�N

∥∥e−γ tn+k−1
(
Vn −U(0)

)∥∥
Xθ

� *
}
,

we define a mapΨ :V→ V through

Ψ (V )n =
n∏
j=1

rjU0+
n∑

m=1

hm+k−2

n∏
j=m+1

rj (I ⊗ Jm)f (Vm), n� 0.

We remark that under the requirements of Theorem 2 the estimate∥∥∥∥∥
n∏
j=1

rj

∥∥∥∥∥
Xθ←Xθ

+ (tn+k−1− tm+k−2)
θ

∥∥∥∥∥
n∏

j=m+1

rj (I ⊗ Jm)
∥∥∥∥∥
Xθ←X

�C, (24)

follows easily by interpolation. Using moreover (21), it is straightforward to show thatΨ is a contraction
with contraction factorκ < 1 for stepsizes sufficiently small and exponentγ > 0 large enough, since

κ =CL* max
0�n�N

n∑
m=1

hm+k−2
e−γ (tn+k−1−tm+k−1)

(tn+k−1− tm+k−2)θ
,

with the constantC from (24). Moreover,Ψ mapsV to V if U0 lies sufficiently close toU(0). Hence,
an application of Banach’s fixed point theorem proves the existence of the numerical solution. Besides,
the vectorÛn = (ûn, ûn+1, . . . , ûn+k−1)

T comprising the exact solution̂un = u(tn) satisfies (23) with
additional defectsDm

Ûn =
n∏
j=1

rj Û0+
n∑

m=1

hm+k−2

n∏
j=m+1

rj (I ⊗ Jm)
(
f
(
Ûm
)+Dm

)
, n� 0.

Provided that the(p + 1)st order derivative ofu remains bounded, we have‖Dm‖X � Ch
p

m+k−2.
Therefore, due to the fact that∥∥Un − Ûn∥∥Xθ �

∥∥U − Û∥∥
Xθ ,∞ � 1

1− κ
∥∥Ψ (Û)− Û∥∥

Xθ ,∞

� C
∥∥U0− Û0

∥∥
Xθ
+C

N∑
m=1

hm+k−2

(tn+k−1− tm+k−2)θ
‖Dm‖X,

the desired convergence estimate follows.

Theorem 4. In the above situation, apply a lineark-step method(4) of order p to Eq. (20). Assume
further that the requirements of Theorem2 are satisfied and that the derivativeu(p+1)(t) of the true
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solution remains bounded inX for t ∈ [0, T ]. Then, for initial valuesu0, u1, . . . , uk−1 ∈ Xθ that lie
sufficiently close tou(0) and for stepsize sequences(hj )j�0 with 0 < hj � hmax small enough, the
associated numerical solution fulfills the relation∥∥un − u(tn)∥∥Xθ �C max

0�i�k−1

∥∥ui − u(ti)∥∥Xθ +C n∑
m=k

h
p+1
m−1

(tn − tm−1)
θ
,

as long as0 � tn � T . The constantC depends on the constants that appear in our assumptions and
onT , but it is independent ofn.

6. Applications to fully nonlinear parabolic problems

In this section, we study variable stepsize linear multistep time discretizations of fully nonlinear
parabolic problems. As in the preceding section, we employ an abstract formulation of the partial
differential equation and we work within the setting of sectorial operators. Our assumptions on the
equation

u′(t)= F (t, u(t)), t > 0, u(0) given, (25)

are mainly that of [12]. For nonlinear initial-boundary value problems that can be cast in this analytical
framework, see also [7] and [13].

In the following, we specify two illustrations. First, we give a result on the dynamical behaviour nearby
a stable equilibrium of the equation, and secondly, a convergence result for finite time intervals.

6.1. Asymptotically stable stationary solutions

We consider an autonomous equation on a Banach space(X,‖ · ‖X)
u′(t)= F (u(t)), t > 0, (26)

with right sideF :D ⊂ D→ X defined on some open subsetD of another densely embedded Banach
spaceD ⊂ X. Our assumptions on (26) are that of [12], see also [7]. Thus, the Fréchet derivative
DF :D → L(D,X) satisfies a local Lipschitz condition. Further, for anyv ∈ D, the linear opera-
tor DF(v) is sectorial and its graph norm is equivalent to the norm‖ ·‖D in D. We suppose thatu ∈D
is an asymptotically stable equilibrium point of Eq. (26), that is,F(u) = 0, and the sectorial operator
A=DF(u) fulfills the resolvent estimate (2) witha < 0.

Linearizing the right side of (26) around the equilibrium pointu yields a formally semilinear problem

u′(t)=Au(t)+G(u(t)), t > 0, (27)

with mapG defined throughG(v) = F(v) − Av for v ∈ D. For a lineark-step method (4) applied
to (27), in accordance with the notation of Sections 2 and 5, we thus receive the following relation with
Gj =G(uj)

Un+1= rn+1Un + hn+k−1ek ⊗
(
Jn+1

k∑
i=0

βniGn+i

)
, n� 0.
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We represent the numerical solution by means of a discrete version of a modification of the variation-of-
constants formula

Un =
n∏
j=1

rjU0+
n∑

m=1

hm+k−2

n∏
j=m+1

rj ek ⊗
(
Jm

k∑
i=0

βm−1,iGn+k−1

)

+
n∑

m=1

hm+k−2

n∏
j=m+1

rj ek ⊗
(
Jm

k∑
i=0

βm−1,i (Gm+i−1−Gn+k−1)

)
. (28)

This relation remains well-defined in a space of weightedα-Hölder continuous sequences for some
0< α < 1, that is, the set

Cαα (D)=
{
V = (Vn)n�0: Vn ∈Dk, |‖V |‖D = sup

n�0
‖Vn‖D + sup

0<m<n
tαm(tn − tm)−α‖Vn − Vm‖D <∞

}
,

endowed with the norm|‖·|‖D . With the help of Lemma 6, we are able to bound the second term on the
right side of formula (28).

For our situation, it is known that if the initial value lies close to the equilibrium pointu, then the true
solution decays againstu exponentially fast. Permitting increasing stepsizes, a similar result holds true
for linear multistep methods if stability estimates of the form∥∥∥∥∥

n∏
j=1

rj

∥∥∥∥∥
D←D

� C

1+ tηn+k−1

,

∥∥∥∥∥
n∏

j=m+1

rj (I ⊗ Jm)
∥∥∥∥∥
D←X

� C

tn+k−1− tm+k−2+ (tn+k−1− tm+k−2)η+1
,

(29)

with exponentη > 0 hold forn� 1, see Theorem 1 and the subsequent discussion.

Theorem 5. Under the above requirements onF , let u be an asymptotically stable equilibrium point
of (26). Apply a lineark-step method with stepsizes(hj)j�0 such that(29) is valid. Then, for0< ν < η,
there exist constantsδ > 0 and C > 0 such that for all initial valuesu0, u1, . . . , uk−1 ∈ D with
‖ui − u‖D � δ, 0� i � k− 1, the numerical solution(un)n�k satisfies the estimate

‖un − u‖D � C

1+ tνn
max

0�i�k−1
‖ui − u‖D, n� 0.

Proof. We shortly indicate the proof of Theorem 5. For a precise explanation of the employed techniques,
we refer to [7] and [18]. For constructing the numerical solution, we use the ideas of the preceding
section. We carry out a fixed point iteration relying on (28) in a subset ofCαα (D). In order to capture
the decaying behaviour of the numerical solution, we introduce appropriate weights. More precisely, for
0< ν < η, we define the norm

|‖V |‖ν,D = sup
n�0

∥∥(1+ tνn )Vn∥∥D + sup
0<m<n

tαm(tn − tm)−α
∥∥(1+ tνn )Vn − (1+ tνm)Vm∥∥D,
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and setV = {V = (Vn)n�0: |‖V −U |‖ν,D � *} whereU denotes the constant sequence with components
equal to1⊗ u. Then the iteration based on (28) turns out to be a contraction onV provided that* andδ
are chosen sufficiently small.✷
6.2. Convergence for finite times

Another approach that avoids the technicalities which arise in connection with the modified variation-
of-constants formula and the consideration of the sequence spaceCαα (D) is based on a slightly stronger
setting. This framework is presented in [13].

We consider an initial value problem of the form

u′(t)= F (t, u(t)), t > 0, u(0) given, (30)

where the right-hand side functionF : [0, T ] × D→ X : (t, v) �→ F(t, v) is defined on an open subset
D ⊂D of a densely embedded Banach spaceD ⊂X. We suppose thatF is twice continuously Fréchet
differentiable and that its Fréchet derivativeD2F(t, v) with respect to the second variable is a sectorial
operator inX. Moreover, we assume that the graph-norm ofD2F(t, v) is equivalent to the norm ofD
for all 0 � t � T and for allv ∈D. In view of our convergence result, we further suppose that the true
solution of (30) is differentiable. As a consequence, the hypotheses HA2–3 are satisfied withα = 1 on
[0, T ]. Linearizing aroundu(t) leads to the equation

u′(t)=A(t)u(t)+G(t, u(t)), t > 0,

involving the time-dependent sectorial operatorA(t)=D2F(t, u(t)). Here, the nonlinearityG is defined
by G(t, v) = F(t, v) − A(t)v for (t, v) ∈ [0, T ] × D. In the present situation, the discrete variation-
of-constants formula is still meaningful. For a linear multistep method (17), we receive the following
relation

Un =
n∏
j=1

Rj U0+
n∑

m=1

hm+k−2

n∏
j=m+1

Rj(I ⊗ Jm)G(Um), n� 0. (31)

Here, we use the abbreviations introduced in Section 4. In particular, we letAn = A(tn), Rn+1 =
rn+1(hn+k−1An, . . . , hn+k−1An+k) andJn+1= (αnk − hn+k−1βnkAn+k)−1. Besides, we set

G(Un+1)=
k∑
i=0

βni ek ⊗G(tn+i , un+i ).

Following [13], we employ as in Section 5 a fixed point iteration based on (31). We define the fixed point
operatorΨ on a tube around the true solution̂Un = (u(tn), . . . , u(tn+k−1))

T

V =
{
V = (Vn)Nn=0:

∥∥V − Û∥∥
D,∞ = max

0�n�N

∥∥Vn − Ûn∥∥D � *hp/2max

}
.

By means of the stability estimates from Theorem 3 it follows thatΨ is a contraction and mapsV to V if
for all n�N

Chp/2max

n∑
m=k

(
hm−1

tn − tm−1
+ hm−1| loghmax|
(tn − tm−1)1−α

)
< 1,
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with a constantC depending on the stability constant, the Lipschitz constant ofF , the bound on the
(p+1)st-order derivative of the true solution, on the coefficients of the method, and on*. In particular,
this bound is satisfied if(

1+ | loghmin|
)
hp/2max< γ, (32)

with γ sufficiently small. We remark that this is essentially a condition on the maximal stepsizehmax.
We are now prepared to state the convergence result for finite time intervals.

Theorem 6. In the above situation and under the assumptions of Theorem3, apply a lineark-step
method(17) of order p to Eq. (30). Suppose further that the derivativeu(p+1)(t) of the true solution
remains bounded inX for t ∈ [0, T ]. Then, provided that the stepsize sequence(hj )j�0 satisfies(32)
with γ sufficiently small, the following bound is valid. For initial valuesu0, u1, . . . , uk−1 in D with
‖ui − u(ti)‖D sufficiently small, the associated numerical solution fulfills the relation∥∥un − u(tn)∥∥D �C max

0�i�k−1

∥∥ui − u(ti)∥∥D +C n∑
m=k

(
h
p+1
m−1

tn − tm−1
+ h

p+1
m−1| loghmax|
(tn − tm−1)1−α

)
,

for all 0 � tn � T . The constantC depends on the constants that appear in our assumptions and onT ,
but it is independent ofn.
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Abstract.
In this note, we investigate the convergence behaviour of linear multistep discretiza-

tions for singularly perturbed systems, emphasising the features of variable stepsizes.
We derive a convergence result for A(ϕ)-stable linear multistep methods and specify
a refined error estimate for backward differentiation formulas. Important ingredients
in our convergence analysis are stability bounds for non-autonomous linear problems
that are obtained by perturbation techniques.

AMS subject classification (2000): 65L05, 65L06, 65L20.

Key words: singular perturbation problems, linear multistep methods, backward
differentiation formulas, variable stepsizes, stability, convergence.

1 Introduction.

In this paper, we analyse the convergence and stability behaviour of vari-
able stepsize linear multistep methods applied to singularly perturbed systems.
Singular perturbation problems arise in various applications such as chemical
kinetics and fluid mechanics, see for example [7, 8, 5] and references therein.
Another illustration modelling oscillations in electric circuits is the well-known
unforced Van der Pol equation [12, 13]

z̈(τ) + µ
(
z2(τ) − 1

)
ż(τ) + z(τ) = 0, µ >> 1.

By rescaling the independent variable τ = µt and introducing a new function y,
this nonlinear differential equation takes the usual form of a first order system

y′(t) = −z(t),
where ε =

1
µ2

� 1.

εz′(t) = y(t) + z(t)− 1
3
z3(t),

� Received July 2003. Accepted March 2004. Communicated by Timo Eirola.
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In this note, more generally, we consider a singularly perturbed system of non-
linear differential equations involving a small parameter 0 < ε ≤ ε0

{
y′(t) = f

(
y(t), z(t)

)
,

εz′(t) = g
(
y(t), z(t)

)
.

A basic assumption is that the solutions y and z are bounded and have bounded
derivatives with bounds independent of the parameter ε for ε ∈ (0, ε0]. This
requirement can be achieved by choosing the initial values on the existent in-
variant manifold, e.g. In this situation, it is shown by Lubich [6, Theorem 3] that
a strongly stable linear k-step method of order p, applied with constant time step
h > 0 sufficiently small, satisfies the following error estimate on bounded time
intervals tn = nh ≤ T for some 0 < γ < 1 if h ≥ ε

‖yn − y(tn)‖ + ‖zn − z(tn)‖
≤ C max

0≤i≤k−1
‖yi − y(ti)‖+ C

(
h + γn

)
max

0≤i≤k−1
‖zi − z(ti)‖+

+ Chp

∫ tn

0

∥∥y(p+1)(τ)
∥∥ dτ + ε Chp max

0≤τ≤tn

∥∥z(p+1)(τ)
∥∥.

In consideration of practical implementations, our objective is to extend this
convergence estimate to variable stepsizes. In this regard, main techniques are
a linearization of the right-hand side of the singularly perturbed equation along
the exact solution and a fixed-point iteration based on a discrete variation-of-
constants formula. Thereto, essential tools are stability bounds for non-auto-
nomous linear problems. For proving the needed stability estimates, we employ
perturbation techniques related to [9] where variable stepsize linear multistep
discretizations of parabolic equations are analysed. As in [9], following an ap-
proach used by [3] and later by [10], our stability estimates involve a stability
factor which depends on the stepsize sequence. As a consequence, stability is
obtained under the requirement that the considered stepsize sequence varies
smoothly. Moreover, an essential ingredient is a decomposition of the companion
matrix of a variable stepsize linear multistep method specified in [10] and further
investigated in [9].

The contents of the present paper are as follows. In Section 2, we first introduce
the problem and numerical method classes and give the precise assumptions on
the singularly perturbed system, the linear multistep method, and the stepsize
sequence. Besides, we collect some useful relations for the solution and the right-
hand side of the singular perturbation problem. Section 3 is devoted to the
derivation of the necessary stability results stated in Theorem 3.3. The main idea
is to relate the original equation to a less involved problem. The desired bounds
then follow from a telescopic identity and a Gronwall lemma. In Section 4, we
finally prove the analogue of Lubich’s convergence estimate for variable stepsizes.
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2 Problem and numerical discretization.

In this section, we introduce the problem and numerical method class under
consideration. We specify the general scheme of a variable stepsize linear multi-
step method for a singular perturbation problem and further state the precise
hypotheses on the problem, the method, and the stepsize sequence. For our
purposes, it is useful to write the differential equation and its discretization in
compact vector notation. Auxiliary results for the solution and the right-hand
side of the differential equation are given in Sections 2.3 and 2.4.

2.1 Singular perturbation problem.

We consider a singularly perturbed system of ordinary differential equations
involving a small parameter 0 < ε ≤ ε0{

y′(t) = f
(
y(t), z(t)

)
, y(0) given,

εz′(t) = g
(
y(t), z(t)

)
, z(0) given,

(2.1)

with solution (y(t), z(t))T ∈ Rm = Rm1 × Rm2 defined on some finite time
interval [0, T ]. For notational simplicity, the dependence of y and z on ε is
omitted.

In many cases, it is convenient to employ a compact vector notation of (2.1).
For that reason, we set u = (y, z)T and denote the function defining the right-
hand side of the differential equation by F = (F1, F2)T = (f, g)T. Therewith,
the above initial value problem writes as

Iεu
′(t) = F

(
u(t)

)
, u(0) given.(2.2)

Here, Iε denotes a diagonal matrix of dimension m1 + m2 with entries 1 or ε,
respectively. The minimum regularity assumption on the function F is as follows.

HP 1. Assume that F is differentiable and that its first derivative DF is
locally Lipschitz-continuous.

A basic concept for our proof of the convergence estimate stated in Theo-
rem 4.1 is a linearization of the right-hand side of (2.2) along the exact solution.
This yields the equation

Iεu
′(t) = F

(
u(t)

)
= A(t)u(t) + G

(
t, u(t)

)
, u(0) given,(2.3)

with time-dependent matrix A = (Aij)1≤i,j≤2 where Aij(t) = DjFi(u(t)). For
some v = (v1, v2)T ∈ Rm1 ×Rm2 , the nonlinear function G = (G1, G2)T is given
by G(t, v) = F (v)− A(t)v, that is, Gi(t, v) = Fi(v)−Ai1(t)v1 −Ai2(t)v2.

Clearly, A(t) is uniformly bounded for 0 ≤ t ≤ T . The following assumption on
the diagonal element A22 is essential for our stability and convergence analysis
in Sections 3 and 4.

HP 2. Suppose that for every 0 ≤ t ≤ T all eigenvalues λ(t) of A22(t) have
negative real parts �(λ(t)) ≤ a22 < 0.
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By multiplying Equation (2.3) with the inverse of Iε, we alternatively obtain

u′(t) = F
(
u(t)

)
= A (t)u(t) + G

(
t, u(t)

)
, u(0) given,(2.4)

where F (v) = I−1
ε F (v), A (t) = I−1

ε A(t) and G (t, v) = I−1
ε G(t, v).

2.2 Variable stepsize linear multistep method.

In this section, we specify our hypotheses on the linear multistep method
applied to the initial value problem (2.4).

Let (hj)j≥0 be a sequence of positive time steps with ratios ωj = hj/hj−1,
j ≥ 1, and associated grid points tj = h0 + h1 + · · · + hj−1, j ≥ 0. For given
starting values u0, u1, . . . , uk−1, the numerical approximation un+k to the value
of the exact solution at time tn+k, n ≥ 0, is determined by a linear k-step
method, that is, un+k is given recursively by a relation of the form

k∑
i=0

αniun+i = hn+k−1

k∑
i=0

βniF (un+i)(2.5)

= hn+k−1

k∑
i=0

βni

(
A (tn+i)un+i + G (tn+i, un+i)

)
, n ≥ 0,

where the coefficients of the method αni and βni, 0 ≤ i ≤ k, depend on the quan-
tities ωn+1, ωn+2, . . . , ωn+k−1. Throughout, the components of the numerical
solution value uj are denoted by uj = (yj , zj)T ∈ Rm1 × Rm2 , j ≥ 0.

For the analysis, we employ a compact notation of the multistep method (2.5)
as a one-step method for the vector Un = (un, un+1, . . . , un+k−1)T ∈ Rk·m com-
prising k consecutive numerical approximations. We introduce complex functions
sj(z) = (αj−1,k − βj−1,kz)−1 and cji(z, z̃) = −sj(z)(αj−1,i − βj−1,iz̃) for j ≥ 1
and 0 ≤ i ≤ k − 1. Therewith, the companion matrix of the method equals

rj(z0, z1, . . . , zk) =


0 1 0 . . . 0
... 0 1

. . .
...

...
...

. . . . . . 0
0 0 . . . 0 1

cj0(zk, z0) cj1(zk, z1) . . . . . . cj,k−1(zk, zk−1)

 .

If zi = z for all 0 ≤ i ≤ k, we set rj(z) = rj(z, z, . . . , z). The index j indicates
the dependence of rj on the coefficients αj−1,i and βj−1,i of the method and
thus on ωj , ωj+1, . . . , ωj+k−2. For constant stepsizes, i.e. ωj = 1 for all j ≥ 1, we
omit the index and write r for short. Further, we let Aj = A (tj) for j ≥ 0 and
define Jj = sj(hj+k−2Aj+k−1) and

Rj = rj(hj+k−2Aj−1, hj+k−2Aj , . . . , hj+k−2Aj+k−1)

for j ≥ 1. Besides, with ek = (0, . . . , 0, 1)T ∈ Rk, we denote

G (Uj) =
k∑

i=0

βj−1,iek ⊗ G (tj+i−1, uj+i−1).



MULTISTEP METHODS FOR SINGULARLY PERTURBED PROBLEMS 347

We recall that for matrices B = (bij)ij and M , the (i, j)-th component of the
Kronecker product B ⊗M equals bijM .

With the above notation, the numerical scheme (2.5) becomes

Un+1 = Rn+1Un + hn+k−1Jn+1G (Un+1), n ≥ 0.

Solving this recursion yields the following relation

Un =
n∏

i=1

RiU0 +
n∑

j=1

hj+k−2

n∏
i=j+1

RiJj G (Uj), n ≥ 0,(2.6)

a representation of the numerical solution by means of a discrete variation-of-
constants formula.

Our hypotheses on the stepsize sequence and the linear multistep scheme rely
on [9]. As in [6], we further suppose that the stepsizes are bounded from below
by the parameter ε. For the definition of the notions of order and A(ϕ)-stability
of a variable stepsize linear multistep method, we refer to [4, 5].

The following assumption on the stepsize ratios is fulfilled by classical step
size selection procedures such as the differential/algebraic system solver DASSL

based on backward differentiation formulas, see [11].

HS 1. Suppose hj ≥ ε for all j ≥ 0. Assume further that there exists Ω > 1
such that the stepsize ratios ωj = hj/hj−1 fulfill Ω−1 ≤ ωj ≤ Ω for
j ≥ 1.

The stability factors of the linear multistep method are of the form

Cj = D1

j∏
i=1

(
1 + D2|ωi − 1|

)2

with positive constants D1 and D2, see [9, Theorem 1]. In order to obtain
meaningful stability and convergence estimates, we need these quantities to be
bounded by a moderate constant.

HS 2. Assume that the stability factors Cj of the linear multistep method are
uniformly bounded by a constant for all j ≥ 1 such that tj ≤ T .

Besides, we suppose that the following stability requirement is satisfied for
constant stepsizes. The angle 0 < ϕ < π/2 is chosen in such a way that for
some a ∈ R the spectrum of A(t) is contained in the interior of the sector
Sϕ(a) = {λ ∈ C : |arg(a− λ)| ≤ ϕ} ∪ {a} for all 0 ≤ t ≤ T .

HM 1. Assume that the linear multistep method (2.5) is A(ϕ)-stable and
strictly stable at zero and infinity. Thus, λ = 1 is the only eigenvalue
of the companion matrix at zero with modulus one, and the spectral
radius of the companion matrix at infinity, σ = σ(r(∞)), is less than
one.
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Moreover, we make use of the following hypothesis for variable stepsizes.

HM 2. Suppose that the coefficients αji and βji of the linear multistep scheme
(2.5) are bounded for all stepsize sequences satisfying HS1. Assume
further that the rational functions sj(z) and cji(z) remain bounded for
z ∈ Sϕ(0).

We close this section with an assumption concerning the order of the method.

HM 3. Assume that the multistep method (2.5) is consistent of order p ≥ 1.

2.3 Exact solution.

Throughout the paper, we employ the abbreviation ûj = u(tj) for the value of
the solution of (2.4) at time tj , j ≥ 0. Inserting the solution into the numerical
scheme (2.5)

k∑
i=0

αniûn+i = hn+k−1

k∑
i=0

βni

(
F (ûn+i) + δn+1

)
= hn+k−1

k∑
i=0

βni

(
A (tn+i)ûn+i + G (tn+i, ûn+i) + δn+1

)
, n ≥ 0,

defines the defect δn+1 at tn+k. In vector notation, we have

Ûn+1 = Rn+1Ûn + hn+k−1Jn+1

(
G (Ûn+1) + ∆n+1

)
, n ≥ 0,

with Ûn = (ûn, ûn+1, . . . , ûn+k−1)T and

∆n+1 =
k∑

i=0

βniek ⊗ δn+1.

As a consequence, we receive the analogue of (2.6) for the exact solution

Ûn =
n∏

i=1

Ri Û0 +
n∑

j=1

hj+k−2

n∏
i=j+1

RiJj

(
G (Ûj) + ∆j

)
, n ≥ 0.(2.7)

Moreover, provided that the solution u = (y, z)T of (2.4) is sufficiently smooth,
the bounds ∥∥δ

(1)
j

∥∥ ≤ Chp−1
j+k−2

∫ tj+k−1

tj−1

∥∥y(p+1)(τ)
∥∥ dτ,∥∥δ

(2)
j

∥∥ ≤ Chp
j+k−2 max

tj−1≤τ≤tj+k−1

∥∥z(p+1)(τ)
∥∥,

(2.8)

for the components δ
(i)
j ∈ Rmi of δj , i = 1, 2, follow by means of a Taylor series

expansion. Here, ‖·‖ denotes an arbitrary norm on Rmi . For notational simplicity,
we do not consider different norms on Rm1 and Rm2 .



MULTISTEP METHODS FOR SINGULARLY PERTURBED PROBLEMS 349

2.4 Nonlinearity.

In the following, we state an auxiliary estimate for the nonlinear function G
defined in (2.3). For simplicity, as indicated above, we endow Rm1 and Rm2 with
the same norm ‖·‖ and define the norm on the product space Rm = Rm1 ×Rm2

through ‖v‖ = ‖v1‖+ ‖v2‖ for v = (v1, v2)T ∈ R
m1 × R

m2 .

Lemma 2.1. Under hypothesis HP1, there exists a constant L > 0 such that

‖Gi(t, v)−Gi(t, w)‖ ≤ L‖v − w‖, i = 1, 2,

for all v, w ∈ Rm satisfying ‖v − u(t)‖ ≤  and ‖w − u(t)‖ ≤ .
Proof. Fix t ∈ [0, T ] and consider a ball of radius  > 0 around the value

of the solution u(t) = (y(t), z(t))T. Due to the fact that DF is locally Lipschitz
continuous by HP1, there exists C > 0 such that∥∥DjFi(v)−DjFi(w)

∥∥ ≤ C‖v − w‖, i, j = 1, 2,

for all v, w ∈ Rm with ‖v − u(t)‖ ≤  and ‖w − u(t)‖ ≤ . From the identity

Gi(t, v)−Gi(t, w) = Fi(v)− Fi(w) −Ai1(t)(v1 − w1)−Ai2(t)(v2 − w2)

=
∫ 1

0

(
D1Fi(σv1 + (1− σ)w1, v2)−D1Fi(y(t), z(t)

)
(v1 − w1) dσ +

+
∫ 1

0

(
D2Fi(w1, σv2 + (1− σ)w2)−D2Fi(y(t), z(t)

)
(v2 − w2) dσ

the desired estimate follows with L = 2C. �

3 Stability estimates.

Throughout this section, we make use of the hypotheses and notation intro-
duced in Section 2.

We next derive stability bounds for the linear multistep discretization (2.5)
of (2.4). Hence, it suffices to consider the associated linear equation

u′(t) = A (t)u(t),(3.1)

where the linear multistep approximation simplifies to Un = RnRn−1 · · ·R1U0.
So, we study RnRn−1 · · ·R�X for arbitrary X ∈ Rk·m and 1 ≤ � ≤ n, and,
in view of formula (2.6), also hj+k−2RnRn−1 · · ·Rj+1ek ⊗ Jj(I−1

ε x) for some
x ∈ Rm and 1 ≤ j ≤ n. Our basic idea is to compare Ri with the companion
matrix

Ti = ri(hi+k−2Li−1, hi+k−2Li, . . . , hi+k−2Li+k−1)

that corresponds to the lower triangular matrix L (t) resulting from A (t). In
other words, we relate (3.1) to the partly coupled problem

u′(t) = L (t)u(t), where L (t) =
(

A11(t) 0
1
εA21(t) 1

εA22(t)

)
.(3.2)
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In order to prove the necessary stability results for (3.2), as a first step, we
consider in Section 3.1 the fully decoupled system

u′(t) = D(t)u(t) with D(t) =
(

A11(t) 0
0 1

εA22(t)

)
.(3.3)

In this special case, the desired stability estimates for the associated companion
matrix

Si = ri(hi+k−2Di−1, hi+k−2Di, . . . , hi+k−2Di+k−1)

are a consequence of the results given in [9].

3.1 The decoupled problem.

For studying the stability behaviour of the linear multistep method (2.5) ap-
plied to the decoupled equation (3.3), it is useful to consider each component of
the numerical solution un = (yn, zn)T separately, that is, we henceforth identify
Un = (un, un+1, . . . , un+k−1)T with the reordered vector Un = (Yn, Zn)T where
Yn = (yn, yn+1, . . . , yn+k−1)T and Zn = (zn, zn+1, . . . , zn+k−1)T. Hence, in this
new order of components, for X = (X1, X2)T ∈ Rk·m1 × Rk·m2 , we receive

n∏
i=�

SiX =
n∏

i=�

(
Ri 0
0 Si

) (
X1

X2

)
=

( ∏n
i=� RiX1 0

0
∏n

i=� SiX2

)
.(3.4)

Here, Ri = ri

(
hi+k−2A11(ti−1), hi+k−2A11(ti), . . . , hi+k−2A11(ti+k−1)

)
and

Si = ri

(
hi+k−2

ε
A22(ti−1),

hi+k−2

ε
A22(ti), . . . ,

hi+k−2

ε
A22(ti+k−1)

)
denote the companion matrix associated with the first and the second compo-
nent, respectively. The following result provides an estimate for (3.4). For later
use, we further introduce Jj = sj(hj+k−2A11(tj+k−1)) and

Kε,j =
hj+k−2

ε
Kj =

hj+k−2

ε
sj

(
hj+k−2

ε
A22(tj+k−1)

)
.

An application of the integral formula of Cauchy as indicated in the proof of
Lemma 3.1 shows the boundedness of Jj and Kε,j , see also Remark 3.1 below.

Lemma 3.1. Under HP2 assume that the linear multistep discretization (2.5)
of Equation (3.3) satisfies HS1–2, HM1–3, and further σΩ2 < 1. Then, there
exist H > 0 and C > 0 such that for any stepsize sequence (hj)j≥0 with 0 <
hj ≤ H the following estimate holds with some 0 < γ < 1 for n ≥ 1 as long as
tn+k−1 ≤ T ∥∥∥∥∥

n∏
i=�

SiX

∥∥∥∥∥ ≤ C‖X1‖+ Cγn−�+1‖X2‖, 1 ≤ � ≤ n.

In particular, the constant C does not depend on n, hj and ε.
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Proof. Our proof is substantially based on the results and techniques from [9].
Owing to (3.4), it is sufficient to treat each component separately. For the first
one, the bound ‖RnRn−1 · · ·R�‖ ≤ C is a simple special case of [9, Theorem 3].
In order to estimate the second component, we compare SnSn−1 · · ·S� with the
frozen product S∗nS∗n−1 · · ·S∗� where

S∗i = ri

(
hi+k−2

ε
A∗

22

)
with fixed A∗

22 = A22(t∗) for some 0 ≤ t∗ ≤ T . A telescopic identity for the
difference ∆Sn = SnSn−1 · · ·S� − S∗nS∗n−1 · · ·S∗� yields

∆Sn =
n∑

j=�

n∏
i=j+1

S∗i (Sj − S∗j )∆Sj−1 +
n∑

j=�

n∏
i=j+1

S∗i (Sj − S∗j )
j−1∏
i=�

S∗i .(3.5)

We recall that all eigenvalues of A∗
22 are strictly negative by hypothesis HP2.

With the help of Cauchy’s integral formula, we thus receive the representation

n∏
i=�

S∗i =
1

2πι

∫
Γ

n∏
i=�

ri

(
hi+k−2λ

ε

)
(λI −A∗

22)
−1 dλ(3.6)

with a finite path Γ ⊂ C<0 contained in the negative complex plane that encircles
the eigenvalues of A∗

22. By [9, Lemma 2], for some 0 < γ < 1, it holds∥∥∥∥∥
n∏

i=�

ri

(
hi+k−2λ

ε

)∥∥∥∥∥ ≤ Cγn−�+1.

Using that (λI −A∗
22)

−1 is bounded, we therefore obtain from (3.6)∥∥∥∥∥
n∏

i=�

S∗i

∥∥∥∥∥ ≤ Cγn−�+1.(3.7)

In addition, a comparison of Si with S∗i shows the boundedness of Si. Conse-
quently, by estimating (3.5), after slightly increasing γ < 1, we have

‖∆Sn‖ ≤ C

n∑
j=�

γn−j+1‖∆Sj−1‖+ Cγn−�+1.

Now, a Gronwall inequality yields the bound ‖∆Sn‖ ≤ Cγn−�+1, and, finally,
another application of (3.7) gives the desired result. �

We next summarize some useful relations for the quantities Jj , RnRn−1 · · ·R�,
Kε,j , and SnSn−1 · · ·S�, see (3.4) and below. Note that the specified estimates
for RnRn−1 · · ·R�, and SnSn−1 · · ·S� are a direct consequence of Lemma 3.1.
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Further, the boundedness of Jj follows in an easy way from Cauchy’s integral
formula. As hj+k−2

ε (1 + hj+k−2
ε )−1 ≤ 1, an estimation of

Kε,j =
1

2πι

∫
Γ

hj+k−2

ε

(
αj−1,k − βj−1,k

hj+k−2λ

ε

)−1(
λI −A22(tj+k−1)

)−1dλ

shows that Kε,j is bounded.

Remark 3.1. In the situation of Lemma 3.1, for any 1 ≤ �, j ≤ n, the
bounds

‖Jj‖ ≤ C,

∥∥∥∥∥
n∏

i=�

Ri

∥∥∥∥∥ ≤ C, ‖Kε,j‖ ≤ C, and

∥∥∥∥∥
n∏

i=�

Si

∥∥∥∥∥ ≤ Cγn−�+1

are valid with constants C > 0 and 0 < γ < 1.

We close this section with a remark on BDF-methods where βji = 0 for
all 0 ≤ i ≤ k − 1 and j ≥ 0 and thus σ = 0. In particular, the condition
σΩ2 < 1 of Lemma 3.1 is fulfilled for any Ω > 1. Here, a further investigation of
SnSn−1 · · ·S1 shows that the sharper estimate∥∥∥∥∥

n∏
i=1

Si

∥∥∥∥∥ ≤ Cε
γn

hk−1
(3.8)

is valid for n ≥ k.

3.2 The partly coupled problem.

We are now ready to estimate the linear multistep approximation of the partly
coupled equation (3.2). Following the lines of the previous section, we employ
an alternative representation of Un = TnTn−1 · · ·T1U0 by determining succes-
sively Yn and Zn. For the y-component, it clearly holds Yn = RnRn−1 · · ·R1Y0.
Thus, by applying the discrete variation-of-constants formula to the z-component
and inserting the above representation for Yj , Zn writes as

Zn =
n∏

i=1

SiZ0 +
n∑

j=1

n∏
i=j+1

Siek ⊗Kε,j

(
Bj + B̃jRj

) j−1∏
i=1

RiY0

with Bj = (βj−1,0A21(tj−1), 1
2βj−1,1A21(tj), . . . , 1

2βj−1,k−1A21(tj+k−2)) and also
B̃j = (1

2βj−1,1 A21(tj), . . . , 1
2βj−1,k−1A21(tj+k−2), βj−1,kA21(tj+k−1)) denoting

a bounded matrix of dimension m2 × k ·m1. In particular, for k = 1, let Bj =
βj−1,0A21(tj−1) and B̃j = βj−1,1A21(tj). Henceforth, we identify the transfer
operator TnTn−1 · · ·T� with

n∏
i=�

Ti =
( ∏n

i=� Ri 0
Pn�

∏n
i=� Si

)
,
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where the quantity Pn� is defined through

Pn� =
n∑

j=�

n∏
i=j+1

Si ek ⊗Kε,j

(
Bj + B̃jRj

) j−1∏
i=�

Ri.

With the help of Remark 3.1, it is easy to see that Pn� is bounded by a constant,
and, consequently, we obtain∥∥∥∥∥

n∏
i=�

TiX

∥∥∥∥∥ ≤
(∥∥∥∥∥

n∏
i=�

Ri

∥∥∥∥∥ + ‖Pn�‖
)
‖X1‖+

∥∥∥∥∥
n∏

i=�

Si

∥∥∥∥∥‖X2‖

≤ C‖X1‖+ Cγn−�+1‖X2‖.

This proves the following result.

Lemma 3.2. In the situation of Lemma 3.1, the linear multistep discretiza-
tion (2.5) of Equation (3.2) fulfills the estimate∥∥∥∥∥

n∏
i=�

TiX

∥∥∥∥∥ ≤ C‖X1‖+ Cγn−�+1‖X2‖, 1 ≤ � ≤ n,

with constant C independent of n, hj and ε.

We note for later use that for BDF-methods the refined estimate∥∥∥∥∥
n∏

i=1

TiX

∥∥∥∥∥ ≤ C‖X1‖+ Cε
γn

hk−1
‖X2‖, n ≥ k,(3.9)

follows from (3.8).

3.3 The coupled problem.

In the following, we derive stability estimates for the linear multistep approx-
imation Un = RnRn−1 · · ·R1U0 of the original coupled equation (3.1). As in
the preceding sections, we henceforth identify Un = (un, un+1, . . . , un+k−1)T

comprising the solution values un = (yn, zn)T with the reordered vector Un =
(Yn, Zn)T where Yn = (yn, yn+1, . . . , yn+k−1)T and Zn = (zn, zn+1, . . . , zn+k−1)T.
Accordingly to that new order, we interprete elements X = (X1, X2)T ∈ Rk·m1×
Rk·m2 . Further, let x = (x1, x2)T ∈ Rm1 × Rm2 .

In order to prove stability results for the transfer operator RnRn−1 · · ·R�

of (3.1), we make use of the fact that bounds for TnTn−1 · · ·T� are provided by
Lemma 3.2. Thus, it suffices to study ∆Rn = RnRn−1 · · ·R� − TnTn−1 · · ·T�.
For estimating this difference, our basic tool is the telescopic identity

∆Rn =
n∑

j=�

n∏
i=j+1

Ti(Rj −Tj)∆Rj−1 +
n∑

j=�

n∏
i=j+1

Ti (Rj −Tj)
j−1∏
i=�

Ti(3.10)

combined with a Gronwall inequality. Therewith, we are able to establish the
following stability bounds.
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Theorem 3.3. In the situation of Lemma 3.1, the linear multistep discretiza-
tion (2.5) of Equation (3.1) satisfies the relations∥∥∥∥∥

n∏
i=�

RiX

∥∥∥∥∥ ≤ C‖X1‖+ C
(
h�+k−2 + γn−�+1

)
‖X2‖,

hj+k−2

∥∥∥∥∥
n∏

i=j+1

Riek ⊗Jj

(
I−1
ε x

)∥∥∥∥∥ ≤ Chj+k−2‖x1‖+ C
(
hj+k−2 + γn−j

)
‖x2‖,

for 1 ≤ �, j ≤ n with constants C independent of n, hj and ε.
Proof. In order to estimate (3.10), we first indicate the derivation of a needful

relation for the difference Rj − Tj of the companion matrices associated with
the fully and partly coupled equations (3.1) and (3.2). By definition, it holds

Rj −Tj =
(

0 0 . . . 0
∆cj0 ∆cj1 . . . ∆cj,k−1

)
where the entries ∆cji are given by

∆cji = cji(hj+k−2Aj+k−1, hj+k−2Aj+i−1)−
− cji(hj+k−2Lj+k−1, hj+k−2Lj+i−1), 0 ≤ i ≤ k − 1,

see beginning of Section 2.2. With the help of the quantity

Kj = sj(hj+k−2Lj+k−1) =
(

Jj 0
βj−1,kKε,jA21(tj+k−1)Jj Kj

)
which is bounded according to Remark 3.1, ∆cji also writes as

∆cji = −αj−1,i

(
Jj −Kj

)
+ hj+k−2βj−1,i

(
Jj −Kj

)
Aj+i−1 +

+ hj+k−2βj−1,iKj

(
Aj+i−1 −Lj+i−1

)
.

A straightforward calculation shows the identity Jj = (I +hj+k−2Bj)Kj where
Dj = (I − hj+k−2β

2
j−1,kKε,jA21(tj+k−1)JjA12(tj+k−1))−1 and thus

Bj =
(

0 Bj1

0 Bj2

)
=

(
0 βj−1,kJjA12(tj+k−1)Dj

0 β2
j−1,kKε,jA21(tj+k−1)JjA12(tj+k−1)Dj

)
is bounded for hj+k−2 ≤ H sufficiently small, see again Remark 3.1. Thus, we
obtain the relation ∆cji = hj+k−2(BjiKj + B̃ji) with Bji = −αj−1,iBj and
B̃ji = βj−1,i(hj+k−2BjKjAj+i−1 + Kj(Aj+i−1 − Lj+i−1)) bounded. Finally,
this yields the identity

Rj −Tj = hj+k−2Cj , where Cj =
(

0 0 . . . 0
Cj0 Cj1 . . . Cj,k−1

)
(3.11)

comprises the bounded entries Cji = BjiKj + B̃ji.
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Now, a thorough investigation of the second term in (3.10) and a further
application of Remark 3.1 shows that∥∥∥∥∥

n∑
j=�

n∏
i=j+1

Ti (Rj −Tj)
j−1∏
i=�

TiX

∥∥∥∥∥ ≤ C‖X1‖+ C
(
h�+k−2 + γn−�+1

)
‖X2‖,

and, altogether, we obtain

‖∆RnX‖ ≤ C

n∑
j=�

hj+k−2(1 + γn−j)‖∆Rj−1X‖+(3.12)

+ C‖X1‖+ C
(
h�+k−2 + γn−�+1

)
‖X2‖.

For estimating ∆RnX , we next split X = (X1, 0)T +(0, X2)T and replace (3.12)
with the following two inequalities. On the one hand, it holds

∥∥∆Rn(X1, 0)T
∥∥ ≤ C

n∑
j=�

hj+k−2

∥∥∆Rj−1(X1, 0)T
∥∥ + C‖X1‖(3.13a)

and, on the other hand, we have

∥∥∆Rn(0, X2)T
∥∥ ≤ C

n∑
j=�

hj+k−2(1 + γn−j)
∥∥∆Rj−1(0, X2)T

∥∥ +(3.13b)

+ C
(
h�+k−2 + γn−�+1

)
‖X2‖.

Now, at each time, the desired bound results from a discrete Gronwall-type
inequality, see [1, 2], e.g. In fact, for (3.13a), the estimate∥∥∆Rn(X1, 0)T

∥∥ ≤ C‖X1‖(3.14a)

follows at once from a standard Gronwall inequality. In view of (3.13b), we
consider a sequence (ξj)j≥�−1 of positive numbers satisfying a relation of the
following form involving constants a, b > 0

ξn = a

n∑
j=�

hj+k−2(1 + γn−j)ξj−1 + b
(
h�+k−2 + γn−�+1

)
.

Due to the fact that this identity is reducible to the recursion

ξn+1 = (2ahn+k−1 + γ)ξn + a(1 − γ)
n−1∑

j=�−1

hj+k−1ξj + b(1− γ)h�+k−2,

we further obtain ξn ≤ Cb(h�+k−2 + γn−�+1) which proves∥∥∆Rn(0, X2)T
∥∥ ≤ C

(
h�+k−2 + γn−�+1

)
‖X2‖.(3.14b)
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Therefore, by combining (3.14) and Lemma 3.2, the first bound of Theorem 3.3
follows.

It remains to derive the second bound of the theorem. An easy calculation
shows the identity

hj+k−2Jj

(
I−1
ε x

)
=

(
hj+k−2Jjx1+

hj+k−2βj−1,kKε,jA21(tj+k−1)Jjx1 + Kε,jx2

)
+

+hj+k−2

(
hj+k−2Bj1βj−1,kKε,jA21(tj+k−1)Jjx1 + Bj1Kε,jx2

hj+k−2Bj2βj−1,kKε,jA21(tj+k−1)Jjx1 + Bj2Kε,jx2

)
.

Thus, the first bound applied with X = hj+k−2Jj(I−1
ε x) and � = j + 1 proves

the desired result. �
In view of our convergence estimate for BDF-methods, the first relation of

Theorem 3.3 with � = 1 is replaced by∥∥∥∥∥
n∏

i=1

RiX

∥∥∥∥∥ ≤ C‖X1‖+ Cε
(
1 +

γn

hk−1

)
‖X2‖, n ≥ k.(3.15)

This sharper bound is obtained by modifying slightly the proof of Theorem 3.3.
In the present situation, formula (3.11) holds for Cji = BjiKj . As a consequence,
Cji is of the form

Cji =
(

C11 C12Kj

C21 C22Kj

)
=

(
C11

ε
hj+k−2

C12Kε,j

C21
ε

hj+k−2
C22Kε,j

)
with bounded matrices C11, C12, C21, and C22. Following the above proof of
Theorem 3.3 and tracing the z-component together with (3.9) then yields the
refined stability bound for BDF-methods.

4 Convergence result.

In this section, we state our convergence estimate for variable stepsize linear
multistep methods applied to singular perturbation problems of the form (2.4).
For some function φ denote

‖φ‖1,[τ1,τ2] =
∫ τ2

τ1

‖φ(τ)‖ dτ and ‖φ‖∞,[τ1,τ2] = max
τ1≤τ≤τ2

‖φ(τ)‖.

Then, the following result holds, provided that the (p + 1)-st order derivatives
of the solution u = (y, z)T of (2.4) remain bounded, precisely, if the bounds∥∥y(p+1)

∥∥
1,[tj−k,tj ]

≤ C and
∥∥z(p+1)

∥∥
∞,[tj−k,tj ]

≤ C(4.1)

are valid for every tj ≤ T with constants C > 0 not depending on the parameter ε
for ε ∈ (0, ε0].
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Theorem 4.1. Under HP2 assume that the solution u = (y, z)T of the initial
value problem (2.4) is sufficiently often differentiable and that its derivatives
fulfill (4.1). Assume further that the linear multistep discretization (2.5) of (2.4)
satisfies HS1–2, HM1–3, and σΩ2 < 1. Then, there exist H > 0, d > 0 and
C > 0 such that for any stepsize sequence (hj)j≥0 with 0 < hj ≤ H and for
initial values satisfying ‖yi− y(ti)‖+ ‖zi− z(ti)‖ ≤ d for each 0 ≤ i ≤ k− 1 the
estimate

‖un − u(tn)‖ ≤ C max
0≤i≤k−1

‖yi − y(ti)‖+ C
(
hk−1 + γn

)
max

0≤i≤k−1
‖zi − z(ti)‖+

+ C
n∑

j=k

hp
j−1

∥∥y(p+1)
∥∥

1,[tj−k,tj ]
+

+ εC

n∑
j=k

(
hj−1 + γn−j

)
hp

j−1

∥∥z(p+1)
∥∥
∞,[tj−k,tj ]

is valid with some 0 < γ < 1 for all n ≥ k as long as tn ≤ T . Especially, the
constant C does not depend on n, (hj)j≥0 and ε.

Remark 4.1. Note that for BDF-methods, due to σ = 0, the requirement
σΩ2 < 1 is satisfied for any Ω > 1. Here, a refined convergence estimate is valid,
namely, the factor hk−1 + γn multiplying the z-component of the errors in the
starting values, is replaced with ε(1+ γn

hk−1
). This result follows at once from the

proof of Theorem 4.1 by estimating (4.3) with the help of relation (3.15).

Remark 4.2. In particular, for constant or bounded stepsizes hj ≤ h, j ≥ 0,
we receive the convergence estimate

‖un − u(tn)‖ ≤ C max
0≤i≤k−1

‖yi − y(ti)‖+ C
(
h + γn

)
max

0≤i≤k−1
‖zi − z(ti)‖+

+ Chp
∥∥y(p+1)

∥∥
1,[0,tn]

+ ε Chp
∥∥z(p+1)

∥∥
∞,[0,tn]

, tn ≤ T,

which is in accordance with the bound from [6, Theorem 3] for a constant stepsize
linear multistep method.

Proof of Theorem 4.1. For constructing the linear multistep solution (2.5)
of (2.4), we carry out a fixed-point iteration based on the discrete variation-of-
constants formula (2.6). Thereto, we first introduce some useful notation.

For N ∈ N such that tN+k−1 ≤ T , consider a sequence V = (Vn)N
n=0 compris-

ing the vectors Vn = (vn, vn+1, . . . , vn+k−1)T ∈ Rk·m with entries

vj =
(
v
(1)
j , v

(2)
j

)T ∈ R
m = R

m1 × R
m2 , j ≥ 0.

In particular, we denote by U = (Un)N
n=0 and Û = (Ûn)N

n=0 the sequences
that comprise the numerical and exact solution values. We recall the notation
un = (yn, zn)T for the components of the numerical solution. As in Section 3,
we henceforth identify the associated vector Un = (un, un+1, . . . , un+k−1)T with
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Un = (Yn, Zn)T = (yn, . . . , yn+k−1, zn, . . . , zn+k−1)T. Likewise, we employ the
notation ûn = (ŷn, ẑn)T for the values of the exact solution and define Ûn =
(ûn, ûn+1, . . . , ûn+k−1)T = (Ŷn, Ẑn)T. In accordance with the preceding sections,
we further set

‖vn‖ =
∥∥v(1)

n

∥∥ +
∥∥v(2)

n

∥∥ for vn =
(
v(1)

n , v(2)
n

)T ∈ R
m = R

m1 × R
m2

and define the vector norm through

‖Vn‖ = max
0≤i≤k−1

‖vn+i‖.

In order to guarantee the contraction property of the fixed-point iteration for a
reasonable time, we introduce additional weights in the sequence norm and set

‖V‖∞,µ = max
0≤n≤N

‖Vn‖µ, where ‖Vn‖µ = e−µtn‖Vn‖

for some exponent µ > 0 sufficiently large.
With the help of these abbreviations, we are in the position to define the fixed

point iteration Φ on a ball around Û by means of formula (2.6)

Φ: V =
{
V = (Vn)N

n=0 : ‖V− Û‖∞,µ ≤ 
}
−→ V : V �−→ Φ(V),

Φ(V)n =
n∏

i=1

RiU0 +
n∑

j=1

hj+k−2

n∏
i=j+1

RiJjG (Vj).

It remains to verify that the function Φ defining the iteration is a contraction
on V . On the one hand, we have for sequences V,W ∈ V

(
Φ(V)− Φ(W)

)
n

=
n∑

j=1

hj+k−2

n∏
i=j+1

Ri ek ⊗Jj

(
I−1
ε x

)
, where

x =
k∑

i=0

βj−1,i

(
G(tj+i−1, vj+i−1)−G(tj+i−1, wj+i−1)

)
.

An application of Lemma 2.1 shows∥∥G�(tj+i−1, vj+i−1)−G�(tj+i−1, wj+i−1)
∥∥ ≤ Ceµtj ‖V−W‖∞,µ, � = 1, 2.

Together with the second estimate from Theorem 3.3, this yields

∥∥(
Φ(V)− Φ(W)

)
n

∥∥
µ
≤ C

n∑
j=1

e−µ(tn−tj)
(
hj+k−2 + γn−j

)
‖V−W‖∞,µ,

and, furthermore,

‖Φ(V)− Φ(W)‖∞,µ ≤ κ‖V−W‖∞,µ,
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that is, Φ is contractive with contraction factor

κ = C max
0≤n≤N

n∑
j=1

e−µ(tn−tj)
(
hj+k−2 + γn−j

)
< 1

for  sufficiently small. We note that the size of C > 0 is moderate for µ large,
whereas for µ = 0 the above relation becomes

κ = C

(
T +

1
1− γ

)
< 1.

As a consequence, this condition considerably restricts the size of T .
We next prove that Φ maps V to V , that is,∥∥Φ(V) − Û

∥∥
∞,µ

≤  whenever ‖V − Û‖∞,µ ≤ .

By means of the contraction property of Φ on V , we obtain∥∥Φ(V)− Û
∥∥
∞,µ

≤
∥∥Φ(V)− Φ(Û)

∥∥
∞,µ

+
∥∥Φ(Û)− Û

∥∥
∞,µ

≤ κ +
∥∥Φ(Û)− Û

∥∥
∞,µ

.

Thus, it suffices to show that the quantity

(
Φ(Û)− Û

)
n

=
n∏

i=1

Ri

(
U0 − Û0)−

n∑
j=1

hj+k−2

n∏
i=j+1

Ri ek ⊗JjI
−1
ε x

with x =
k∑

i=0

βj−1,iIεδj

is small enough, see (2.7). With the help of Theorem 3.3 and the bound (2.8)
for the defects, it follows

∥∥Φ(Û)n − Ûn

∥∥
µ
≤ Ce−µtn

(∥∥Y0 − Ŷ0

∥∥ +
(
hk−1 + γn

)∥∥Z0 − Ẑ0

∥∥ +(4.2)

+
n∑

j=1

hp
j+k−2

∥∥y(p+1)
∥∥

1,[tj−1,tj+k−1]
+

+ ε

n∑
j=1

hp
j+k−2

(
hj+k−2 + γn−j

)
×

×
∥∥z(p+1)

∥∥
∞,[tj−1,tj+k−1]

)
.

Taking the maximum over 0 ≤ n ≤ N finally gives∥∥Φ(Û)− Û
∥∥
∞,µ

≤ (1 − κ)
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if the errors of the initial values and hj ≤ H are sufficiently small. Altogether,
an application of Banach’s Fixed Point Theorem yields the existence of the
numerical solution U as unique fixed point of Φ.

In order to estimate En = ‖Un− Ûn‖, we employ the following representation
obtained by formulas (2.6) and (2.7)

Un − Ûn =
n∏

i=1

Ri

(
U0 − Û0

)
+(4.3)

+
n∑

j=1

hj+k−2

n∏
i=j+1

RiJj

(
G (Uj)− G (Ûj)−∆j

)
.

Now, the above considerations together with the bounds from Theorem 3.3,
Lemma 2.1, and (2.8) show that the error satisfies

En ≤ C‖Y0 − Ŷ0‖+ C
(
hk−1 + γn

)
‖Z0 − Ẑ0‖+

+ C

n−1∑
j=1

(
hj+k−2 + γn−j

)
Ej + C

n∑
j=1

hp
j+k−2

∥∥y(p+1)
∥∥

1,[tj−1,tj+k−1]
+

+ ε C

n∑
j=1

hp
j+k−2

(
hj+k−2 + γn−j

)∥∥z(p+1)
∥∥
∞,[tj−1,tj+k−1]

.

Hence, the desired convergence estimate for ‖un− ûn‖ ≤ En−k+1 follows from a
Gronwall lemma, see proof of Theorem 3.3. �
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Abstract

We analyse stability and convergence properties of a second-order Magnus-type integrator for linear parabolic
differential equations with time-dependent coefficients, working in an analytic framework of sectorial operators in
Banach spaces. Under reasonable smoothness assumptions on the data and the exact solution, we prove a second-
order convergence result without unnatural restrictions on the time stepsize. However, if the error is measured in
the domain of the differential operator, an order reduction occurs, in general. A numerical example illustrates and
confirms our theoretical results.
© 2005 Elsevier B.V. All rights reserved.

Keywords: Linear parabolic problems; Time-dependent coefficients; Magnus integrators; Exponential integrators; Stability;
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1. Introduction

In this paper, we are concerned with the numerical solution of nonautonomous linear differential
equations

u′(t)= A(t)u(t)+ b(t), 0 < t �T , u(0)= u0. (1)
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In particular, we are interested in analysing the situation where (1) constitutes an abstract parabolic
problem on a Banach space. The precise assumptions on the operator family A(t), 0� t �T , are given in
Section 2.

For linear matrix differential equations y′(t)= A(t)y(t) with possibly noncommuting matrices A(t),
Magnus [11] has constructed the solution in the form y(t)= exp(�(t))y(0) with a matrix �(t) depend-
ing on iterated integrals of A(t), see also [5, Section IV.7]. Only recently, this Magnus expansion has
been exploited numerically by approximating the arising integrals by quadrature methods, see [9,16]
within the context of geometric integration and [1] in connection with the time-dependent Schrödinger
equation.

As the convergence of the Magnus expansion is only guaranteed if ‖�(t)‖< �, stiff problems with large
or even unbounded ‖A(t)‖ seemed to be excluded. However, in an impressing paper [8], Hochbruck and
Lubich give error bounds for Magnus integrators applied to time-dependent Schrödinger equations, solely
working with matrix commutator bounds. The aim of the present paper is to derive the corresponding
result for a second-order Magnus-type integrator applied to linear parabolic differential equations with
time-dependent coefficients, exploiting the temporal regularity of the exact solution. For that purpose,
we employ an abstract formulation of the partial differential equation and work within the framework of
sectorial operators and analytic semigroups in Banach spaces.

The paper is organised as follows. In Section 2, we state the main assumptions on the problem and its
numerical discretisation. Our numerical scheme for (1) is a mixed method that integrates the homogeneous
part by a second-order Magnus integrator and the inhomogeneity by the exponential midpoint rule. In
Section 3, we first study the stability properties of the Magnus integrator. The given stability bounds
form the basis for the convergence results specified in Section 4. Under the main assumption that the
data and the exact solution are sufficiently smooth in time, the actual order of convergence depends on
the chosen norm in which the error is measured as well as on the boundary values of a certain function,
depending itself on the data of the problem. For instance, for a second-order strongly elliptic differential
operator with smooth coefficients, we obtain second-order convergence with respect to the Lp-norm for
1 < p <∞. However, if the error is measured in the domain of the differential operator, an order reduction
down to 1+ 1/(2p) is encountered, in general. These theoretical results are illustrated and confirmed by
a numerical experiment given in Section 5.

Throughout the paper, C > 0 denotes a generic constant.

2. Equation and numerical method

In the sequel, we introduce the basic assumptions on (1) and specify the numerical scheme. For a
detailed treatise of time-dependent evolution equations we refer to [10,15]. The monographs [6,14] delve
into the theory of sectorial operators and analytic semigroups.

We first consider abstract initial value problems of the form (1) with b=0. Our fundamental requirement
on the map A defining the right-hand side of the equation is the following.

Hypothesis 1. Let (X, ‖ · ‖X) and (D, ‖ · ‖D) be Banach spaces with D densely embedded in X. We
suppose that the closed linear operator A(t) : D → X is uniformly sectorial for 0� t �T . Thus, there
exist constants a ∈ R, 0 < � < �/2, and M1 �1 such that A(t) satisfies the following resolvent condition
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on the complement of the sector S�(a)= {� ∈ C : |arg(a − �)|��} ∪ {a}

‖(�I − A(t))−1‖X←X �
M1

|�− a| for any � ∈ C\S�(a). (2)

Besides, we assume that the graph norm of A(t) and the norm in D are equivalent, i.e., for every 0� t �T

and for all x ∈ D the estimate

C−1
� ‖x‖D �‖x‖X + ‖A(t)x‖X �C�‖x‖D (3)

holds with some constant C� �1.

We remark that for any linear operator F : X→ D relation (3) implies

‖A(t)F‖X←X �C�‖F‖D←X and ‖F‖D←X �C�(1+ ‖A(t)F‖X←X). (4)

As a consequence, for fixed 0�s�T , the sectorial operator A(s) generates an analytic semigroup
(etA(s))t �0 which satisfies the bound

‖etA(s)‖X←X + ‖etA(s)‖D←D + ‖tetA(s)‖D←X �M2 for 0� t �T (5)

with some constant M2 �1, see e.g., [10].
In view of our convergence and stability results it is essential that A(t) is Hölder-continuous with

respect to t.

Hypothesis 2. We assume A ∈ C�([0, T ], L(D, X)) for some 0 < ��1, i.e., the following estimate is
valid with a constant M3 > 0

‖A(t)− A(s)‖X←D �M3(t − s)� (6)

for all 0�s� t �T .

The nonautonomous problem (1) with b= 0 is discretised by a Magnus integrator which is of classical
order 2. For this, let tj = jh be the grid points associated with a constant stepsize h > 0, j �0. Then, for
some initial value u0 ∈ X, the numerical approximation un+1 to the true solution at time tn+1 is defined
recursively by

un+1 = ehAnun, n�0 where An = A

(
tn + h

2

)
. (7)

This method was studied for time-dependent Schrödinger equations in [8].
We next extend (7) to initial value problems (1) with an additional inhomogeneity b : [0, T ] → X.

Motivated by the time-invariant case, we approximate the inhomogeneity by the exponential midpoint
rule. This yields the recursion

un+1 = ehAnun + h�(hAn)bn, n�0 with bn = b

(
tn + h

2

)
, (8)

where the linear operator �(hAn) is given by

�(hAn)= 1

h

∫ h

0
e(h−�)An d�. (9)
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The competitiveness of the numerical scheme (8) relies on an efficient calculation of the exponential
and the related function (9). More precisely, the product of a matrix exponential and a vector has to be
computed. It has been shown in [2,7] that Krylov methods prove to be excellent for this aim.

We note for later use that the estimates (4) and (5) imply

‖�(hAn)‖X←X + ‖�(hAn)‖D←D + ‖h�(hAn)‖D←X �M4 (10)

with some constant M4 �1.
In the following example we show that linear parabolic problems with time-dependent coefficients

enter our abstract framework.

Example 1. Let � ∈ Rd be a bounded domain with smooth boundary. We consider the linear parabolic
initial-boundary value problem

�U

�t
(x, t)=A(x, t)U(x, t)+ f (x, t), x ∈ �, 0 < t �T (11a)

with homogeneous Dirichlet boundary conditions and initial condition

U(x, 0)= U0(x), x ∈ �. (11b)

Here, A(x, t) is a second-order strongly elliptic differential operator

A(x, t)=
d∑

i,j=1

�

�xi

(
�ij (x, t)

�

�xj

)
+

d∑
i=1

	i(x, t)
�

�xi

+ 
(x, t). (11c)

We require that the time-dependent coefficients �ij , 	i , and 
 are smooth functions of the variable x ∈ � and
Hölder-continuous with respect to t. For 1 < p <∞ and � ∈ C∞0 (�), we set (Ap(t)�)(x)=A(x, t)�(x)

and consider Ap(t) as an unbounded operator on Lp(�). It is well-known that this operator satisfies
Hypotheses 1 and 2 with

X = Lp(�) and Dp =W 2,p(�) ∩W
1,p
0 (�), (11d)

see [14, Section 7.6, 15, Section 5.2].

Our aim is to analyse the convergence behaviour of (8) for parabolic problems (1). Section 3 is concerned
with the derivation of the needed stability results.

3. Stability

In order to study the stability properties of the Magnus integrator (8), it suffices to consider the homo-
geneous equation under discretisation. Resolving recursion (7) yields

un+1 =
n∏

i=0

ehAiu0 for n�0.
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Here, for noncommutative operators Fi on a Banach space the product is defined by

n∏
i=m

Fi =
{

FnFn−1 · · ·Fm if n�m,

I if n < m.

In the sequel, we derive bounds for the discrete evolution operator

n∏
i=m

ehAi for n > m�0 (12)

in different norms. In Theorem 1, for notational simplicity, we do not distinguish the appearing constants.

Theorem 1 (Stability). Under Hypotheses 1–2 the bounds∥∥∥∥∥
n∏

i=m

ehAi

∥∥∥∥∥
X←X

�M5 and

∥∥∥∥∥
n∏

i=m

ehAi

∥∥∥∥∥
D←X

�M5(tn+1−tm)−1(1+(1+|log h|)(tn+1−tm)�)

are valid for 0� tm < tn�T with constant M5 �1 not depending on n and h.

Proof. For proving the above stability bounds, our techniques are close to that used in [13]. The needed
auxiliary estimates are given in Lemma 1 at the end of this section.

The main idea is to compare the discrete evolution operator (12) with the frozen operator

n∏
i=m

ehAm = e(tn+1−tm)Am ,

where (5) applies directly. Therefore, it remains to estimate the difference

�n
m =

n∏
i=m

ehAi −
n∏

i=m

ehAm .

From a telescopic identity, it follows

�n
m =

n−1∑
j=m+1

�n
j+1(e

hAj − ehAm)e(tj−tm)Am +
n∑

j=m+1

e(tn+1−tj+1)Am(ehAj − ehAm)e(tj−tm)Am . (13)

(i) We first estimate �n
m as operator from X to X. An application of Lemma 1 and relation (5) yields

‖�n
m‖X←X �

n−1∑
j=m+1

‖�n
j+1‖X←X‖(ehAj − ehAm)e(tj−tm)Am‖X←X

+
n∑

j=m+1

‖e(tn+1−tj+1)Am‖X←X‖(ehAj − ehAm)e(tj−tm)Am‖X←X

�Ch
n−1∑

j=m+1

‖�n
j+1‖X←X(tj − tm)−1+� + Ch

n∑
j=m+1

(tj − tm)−1+�
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with some constant C > 0 depending on M2 and M6. Interpreting the second sum as a Riemann-sum and
bounding it by the corresponding integral shows

‖�n
m‖X←X �Ch

n−1∑
j=m+1

‖�n
j+1‖X←X(tj − tm)−1+� + C,

where the constant additionally depends on T, see also [13]. A Gronwall-type inequality implies

‖�n
m‖X←X �C, (14)

and, with the help of (5), the desired estimate for the discrete evolution operator follows:∥∥∥∥∥
n∏

i=m

ehAi

∥∥∥∥∥
X←X

�‖�n
m‖X←X + ‖e(tn+1−tm)Am‖X←X �M5.

(ii) For estimating ‖�n
m‖D←X, we consider (13) and apply once more Lemma 1 and relation (5)

‖�n
m‖D←X �

n−1∑
j=m+1

‖�n
j+1‖D←X‖(ehAj − ehAm)e(tj−tm)Am‖X←X

+
n−1∑

j=m+1

‖e(tn+1−tj+1)Am‖D←X‖(ehAj − ehAm)e(tj−tm)Am‖X←X

+ ‖(ehAn − ehAm)e(tn−tm)Am‖D←X

�Ch
n−1∑

j=m+1

‖�n
j+1‖D←X(tj − tm)−1+� + Ch

n−1∑
j=m+1

(tn+1 − tj+1)
−1(tj − tm)−1+�

+ C(tn − tm)−1+�.

We estimate the Riemann-sum by the corresponding integral and apply a Gronwall inequality, see [12].
This yields

‖�n
m‖D←X �C(1+ |log h|)(tn+1 − tm)−1+�.

Together with (5) we finally obtain the desired result. �

The following auxiliary result is needed in the proof of Theorem 1.

Lemma 1. In the situation of Theorem 1, the estimates

‖(ehAj − ehAm)e(tj−tm)Am‖X←X �M6h(tj − tm)−1+� and

‖(ehAj − ehAm)e(tj−tm)Am‖D←X �M6(tj − tm)−1+�

are valid for 0� tm < tj �T with some constant M6 > 0 not depending on n and h.

Proof. For proving Lemma 1, we employ standard techniques, see e.g., [10, Proof of Prop. 2.1.1].
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Let  be a path surrounding the spectrum of the sectorial operators Aj and Am. By means of the integral
formula of Cauchy, the representation

(ehAj − ehAm)e(tj−tm)Am = 1

2�i

∫


e�((�− hAj )
−1 − (�− hAm)−1) e(tj−tm)Am d�

= 1

2�i

∫


e�(�− hAj )
−1h(Aj − Am)(�− hAm)−1e(tj−tm)Am d� (15)

follows. The main tools for estimating this relation are the resolvent bound (2), estimate (5) and the
Hölder property (6). We omit the details. �

4. Convergence

In the following, we analyse the convergence behaviour of the Magnus integrator (8) for (1). For that
purpose, we next derive a representation of the global error.

We consider the initial value problem (1) on a subinterval [tn, tn+1] and rewrite the right-hand side of
the equation as follows:

u′(t)= A(t)u(t)+ b(t)= Anu(t)+ bn + gn(t),

where the map gn is defined by

gn(t)= (A(t)− An)u(t)+ b(t)− bn for tn� t � tn+1. (16)

Consequently, by the variation-of-constants formula, we obtain the following representation of the exact
solution:

u(tn+1)= ehAnu(tn)+
∫ h

0
e(h−�)An(bn + gn(tn + �)) d�. (17)

On the other hand, the numerical solution is given by relation (8), see also (9). Let en+1=un+1−u(tn+1)

denote the error at time tn+1 and �n+1 the corresponding defect

�n+1 =
∫ h

0
e(h−�)Angn(tn + �) d�. (18)

By taking the difference of (8) and (17), we thus obtain

en+1 = ehAnen − �n+1, n�0, e0 = 0.

Resolving this error recursion finally yields

en =−
n−1∑
j=0

n−1∏
i=j+1

ehAi �j+1, n�1, e0 = 0.

For the subsequent convergence analysis, it is useful to employ an expansion of the defects which we
derive in the following.



C. González et al. / Journal of Computational and Applied Mathematics 189 (2006) 142–156 149

Provided that the map gn is twice differentiable on (tn, tn+1), we obtain from a Taylor series expansion

gn(tn + �)=
(

�− h

2

)
g′n

(
tn + h

2

)
+

(
�− h

2

)2 ∫ 1

0
(1− �)g′′n

(
tn + h

2
+ �

(
�− h

2

))
d�,

where 0 < � < h. We insert this expansion into (18) and express the terms involving g′n with the help of
the bounded linear operators

�(hAn)= 1

h

∫ h

0
e(h−�)An d� and �(hAn)= 1

h2

∫ h

0
e(h−�)An � d�. (19)

Thus, we obtain the following representation of the defects

�n+1 = h2
(

�(hAn)− 1

2
�(hAn)

)
g′n

(
tn + h

2

)

+
∫ h

0
e(h−�)An

(
�− h

2

)2 ∫ 1

0
(1− �) g′′n

(
tn + h

2
+ �

(
�− h

2

))
d� d�.

For later it is also substantial that the equality

�(hAn)− 1
2�(hAn)= hAn�(hAn)

holds with some bounded linear operator �(hAn). Precisely, after possibly enlarging the constant M4 �1
in (10), we receive

‖�(hAn)‖X←X + ‖�(hAn)‖D←D + ‖�(hAn)‖X←X

+ ‖�(hAn)‖D←D + ‖�(hAn)‖X←X + ‖�(hAn)‖D←D �M4. (20)

The bounds for �(hAn) and �(hAn) are a direct consequence of the defining relations (19) and (5), see
also (10), whereas the boundedness of �(hAn) follows by means of the integral formula of Cauchy.

We first specify a convergence estimate under the assumption that the true solution of (1) possesses
favourable regularity properties. Our main tool for the derivation of this error bound is the stability result
stated in Section 3. In view of the proof of our convergence result, it is convenient to introduce several
abbreviations. Accordingly to the above considerations, we split the defects �j+1 = �(1)

j+1 + �(2)
j+1 where

�(1)
j+1 = h2

(
�(hAj )− 1

2
�(hAj )

)
g′j

(
tj + h

2

)
= h3Aj�(hAj )g

′
j

(
tj + h

2

)
,

�(2)
j+1 =

∫ h

0
e(h−�)Aj

(
�− h

2

)2 ∫ 1

0
(1− �) g′′j

(
tj + h

2
+ �

(
�− h

2

))
d� d�. (21a)

Analogously, the error is decomposed into en =−e
(1)
n − e

(2)
n with

e(k)
n =

n−1∑
j=0

n−1∏
i=j+1

ehAi �(k)
j+1, k = 1, 2. (21b)
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Henceforth, we denote by ‖gn‖X,∞ = max{‖gn(t)‖X : tn� t � tn+1} the maximum value of the map
gn = (A − An)u + b − bn on the interval [tn, tn+1]. Recall the abbreviations An = A(tn + h/2) and
bn = b(tn + (h/2)) introduced in (7) and (8). Further, we set

‖g‖X,∞ =max{‖gn‖X,∞ : n�0, tn+1 �T }.
Theorem 2 (Convergence). Under Hypotheses 1–2 with � = 1, apply the Magnus integrator (8) to the
initial value problem (1). Then, the convergence estimate

‖un − u(tn)‖X �Ch2(‖g′‖D,∞ + ‖g′′‖X,∞),

is valid for 0� tn�T , provided that the quantities on the right-hand side are well-defined. The constant
C > 0 does not depend on n and h.

Proof. We successively consider the error terms e
(1)
n and e

(2)
n specified above. An application of

Theorem 1 yields

‖e(1)
n ‖X �

∥∥∥∥∥∥
n−2∑
j=0

n−1∏
i=j+1

ehAi �(1)
j+1

∥∥∥∥∥∥
X

+ ‖�(1)
n ‖X

�h2 · h
n−2∑
j=0

∥∥∥∥∥∥
n−1∏

i=j+1

ehAi

∥∥∥∥∥∥
X←X

‖Aj‖X←D‖�(hAj )‖D←D

∥∥∥∥g′j
(

tj + h

2

)∥∥∥∥
D

+ h2(‖�(hAn−1)‖X←X + ‖�(hAn−1)‖X←X)

∥∥∥∥g′n−1

(
tn−1 + h

2

)∥∥∥∥
X

�C‖g′‖D,∞ h2

with C > 0 depending on the constants M5 and M4 appearing in Theorem 1 and (20), on ‖A(t)‖X←D ,
and on T. A direct estimation of �(2)

j+1 with the help of (5) shows

‖�(2)
j+1‖X �

∫ h

0
‖e(h−�)Aj ‖X←X

(
�− h

2

)2 ∫ 1

0
(1− �)

∥∥∥∥g′′j
(

tj + h

2
+ �

(
�− h

2

))∥∥∥∥
X

d� d�

�M2‖g′′‖X,∞ h3.

Consequently, for the remaining term, we obtain by Theorem 1

‖e(2)
n ‖X �

n−2∑
j=0

∥∥∥∥∥∥
n−1∏

i=j+1

ehAi

∥∥∥∥∥∥
X←X

‖�(2)
j+1‖X + ‖�(2)

n ‖X �C‖g′′‖X,∞ h2

with a constant C > 0 depending on M2, M5, and T. Altogether, the desired estimate follows. �

We remark that, in the situation of the theorem, Hypothesis 2 is always fulfilled with �= 1. However,
in view of applications, the condition on the derivative of gn is often too restrictive. We next prove a
convergence result under weaker assumptions on g′n. For the proof of Theorem 3 an extension of our
stability result is needed which we give at the end of this section.
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Theorem 3 (Convergence). Under Hypotheses 1–2 with �= 1, the Magnus integrator (8) applied to (1)
satisfies the bound

‖un − u(tn)‖X �Ch2((1+ |log h|)‖g′‖X,∞ + ‖g′′‖X,∞)

for 0� tn�T with some constant C > 0 not depending on n and h.

Proof. Following the proof of Theorem 2, we show a refined error estimate for e
(1)
n . Due to Lemma 2

which is given at the end of this section, we have

‖e(1)
n ‖X �h2 · h

n−2∑
j=0

∥∥∥∥∥∥
n−1∏

i=j+1

ehAiAj�(hAj )

∥∥∥∥∥∥
X←X

∥∥∥∥g′j
(

tj + h

2

)∥∥∥∥
X

+ h2(‖�(hAn−1)‖X←X + ‖�(hAn−1)‖X←X)

∥∥∥∥g′n−1

(
tn−1 + h

2

)∥∥∥∥
X

�C‖g′‖X,∞ h2(1+ |log h|)
which yields the result of the theorem. �

In the sequel, we analyse the convergence behaviour of (8) with respect to the norm in D. For that
purpose, we introduce the notion of intermediate spaces, see also [10].

For some 0 < ϑ < 1 let Xϑ = (X, D)ϑ,p denote the real interpolation space between X and D. Conse-
quently, the norm in Xϑ fulfills the relation

‖x‖Xϑ �C�‖x‖ϑD‖x‖1−ϑ
X for all x ∈ D

with some constant C� > 0. In particular, it follows

‖etA(s)‖Xϑ←Xϑ + ‖t1−ϑetA(s)‖D←Xϑ �M2 for 0� t �T . (22)

For the subsequent derivations, we choose ϑ in such a way that the interpolation space X1+ϑ = (D,

D(A(t)2))ϑ,p between D and the domain of A(t)2 is independent of t, and that the map A satisfies a
Lipschitz-condition from X1+ϑ to Xϑ. In applications, this assumption is fulfilled for ϑ sufficiently small,
see also Example 2.

Hypothesis 3. For some 0 < ϑ < 1, the interpolation space X1+ϑ does not depend on t. Further, we
suppose that the estimate

‖A(t)− A(s)‖Xϑ←X1+ϑ �M3(t − s)

holds with some constant M3 > 0 for all 0�s� t �T .

In this situation, following the proof of Theorem 1, we obtain∥∥∥∥∥
n∏

i=m

ehAi

∥∥∥∥∥
Xϑ←Xϑ

�M5 and

∥∥∥∥∥
n∏

i=m

ehAi

∥∥∥∥∥
D←Xϑ

�M5(tn+1 − tm)−1+ϑ, (23)

after a possible enlargement of M5 �1.
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Example 2. In continuation of Example 1, we consider the second-order parabolic partial differential
equation (11) subject to homogeneous Dirichlet boundary conditions and a certain initial condition. For
this initial-boundary value problem, the admissible value of ϑ in Hypothesis 3 relies on the characterisation
of the interpolation spaces between D=W 2,p(�)∩W

1,p
0 (�) and D(A(t)2). It follows from [4, Théorème

8.1′] that for 0�ϑ < 1/(2p) the interpolation space X1+ϑ is isomorphic to W 2+2ϑ,p(�) ∩W
1,p
0 (�) and

thus independent of t. This is no longer true for ϑ > 1/(2p), since X1+ϑ, in general, depends on t through
the boundary conditions A(t)u = 0 on ��. Therefore, we may choose 0�ϑ < 1/(2p) in Hypothesis 3.
Assuming that the spatial derivatives of the coefficients �ij , 	i , and 
 are Hölder continuous with respect
to t, the required Hölder continuity of A(t) on X1+ϑ follows.

Under the requirement that the first derivative of gn is bounded in D and that g′′n belongs to the
interpolation space X
 for some 
 > 0 arbitrarily small, the following result is valid. Note that for stepsizes
h > 0 sufficiently small it follows 
−1h
 �C|log h|.
Theorem 4. Suppose that Hypotheses 1–2 with �= 1 and Hypothesis 3 with ϑ= 
 are fulfilled and apply
the Magnus integrator (8) to the initial value problem (1). Then, the convergence estimate

‖un − u(tn)‖D �Ch2((1+ |log h|)‖g′‖D,∞ + (1+ 
−1h
)‖g′′‖X
,∞)

holds true for 0� tn�T . The constant C > 0 is independent of n and h.

Proof. Similarly as in the proof of Theorem 2, we successively analyse the error terms e
(1)
n and e

(2)
n

defined in (21) by applying Theorem 1 and (20). On the one hand, we receive

‖e(1)
n ‖D �

∥∥∥∥∥∥
n−2∑
j=0

n−1∏
i=j+1

ehAi �(1)
j+1

∥∥∥∥∥∥
D

+ ‖�(1)
n ‖D

�h2 · h
n−2∑
j=0

∥∥∥∥∥∥
n−1∏

i=j+1

ehAi

∥∥∥∥∥∥
D←X

‖Aj‖X←D‖�(hAj )‖D←D

∥∥∥∥g′j
(

tj + h

2

)∥∥∥∥
D

+ h2(‖�(hAn−1)‖D←D + ‖�(hAn−1)‖D←D)

∥∥∥∥g′n−1

(
tn−1 + h

2

)∥∥∥∥
D

�C‖g′‖D,∞ h2(1+ |log h|).
A direct estimation of �(2)

j+1 with the help of the relation (22) shows

‖�(2)
n+1‖X
 �

∫ h

0
‖e(h−�)An‖X
←X


(
�− h

2

)2 ∫ 1

0
(1− �)

∥∥∥∥g′′n
(

tn + h

2
+ �

(
�− h

2

))∥∥∥∥
X


d� d�

�M2‖g′′‖X
,∞h3.

Besides, we receive

‖�(2)
j+1‖D �

∫ h

0
‖e(h−�)Aj ‖D←X


(
�− h

2

)2 ∫ 1

0
(1− �)

∥∥∥∥g′′j
(

tj + h

2
+ �

(
�− h

2

))∥∥∥∥
X


d� d�

�M2‖g′′‖X
,∞ 
−1h2+
.
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Consequently, together with (23) it follows

‖e(2)
n ‖D �

n−2∑
j=0

∥∥∥∥∥∥
n−1∏

i=j+1

ehAi

∥∥∥∥∥∥
D←X


‖�(2)
j+1‖X
 + ‖�(2)

n ‖D

�C‖g′′‖X
,∞ h2(1+ 
−1h
).

This yields the given result. �

We next extend the above result to the situation where the first derivative of g belongs to the interpolation
space X	 = (X, D)	,p for some 0 < 	 < 1. If Hypothesis 3 holds with ϑ = 	, a proof similar to that of
Lemma 2 below yields the auxiliary estimate∥∥∥∥∥

n∏
i=m

ehAiAm−1�(hAm−1)

∥∥∥∥∥
D←X	

�M5h
−1+	(tn+1 − tm)−1. (24)

As before, we further suppose g′′n ∈ X
 for some 
 > 0 arbitrarily small. Maximising the term 
−1h
 with
respect to 
 yields 
−1h
 �C|log h| for h > 0 sufficiently small.

Theorem 5. Under Hypotheses 1–2 with �= 1 and Hypothesis 3 with ϑ= 	, the Magnus integrator (8)
for (1) satisfies the estimate

‖un − u(tn)‖D �C(h1+	(1+ |log h|)‖g′‖X	,∞ + h2(1+ 
−1h
)‖g′′‖X
,∞)

for 0� tn�T with some constant C > 0 independent of n and h.

Proof. We follow the proof of Theorem 4 and modify the estimation of e
(1)
n . If g′ ∈ X	 the integral

formula of Cauchy implies

‖�(1)
n ‖D �h2

∥∥∥∥�(hAn−1)− 1

2
�(hAn−1)

∥∥∥∥
D←X	

∥∥∥∥g′n−1

(
tn−1 + h

2

)∥∥∥∥
X	

�Ch1+	‖g′‖X	 .

Together with (24) we thus receive

‖e(1)
n ‖D �

∥∥∥∥∥∥
n−2∑
j=0

n−1∏
i=j+1

ehAi �(1)
j+1

∥∥∥∥∥∥
D

+ ‖�(1)
n ‖D

�h2 · h
n−2∑
j=0

∥∥∥∥∥∥
n−1∏

i=j+1

ehAiAj�(hAj )

∥∥∥∥∥∥
D←X	

∥∥∥∥g′j
(

tj + h

2

)∥∥∥∥
X	

+ h2
∥∥∥∥�(hAn−1)− 1

2
�(hAn−1)

∥∥∥∥
D←X	

∥∥∥∥g′n−1

(
tn−1 + h

2

)∥∥∥∥
X	

�C‖g′‖X	,∞ h1+	(1+ |log h|)
which yields the given result. �
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The following extension of Theorem 1 is needed in the proof of Theorem 3.

Lemma 2. Assume that Hypotheses 1–2 with �= 1 hold. Then, the bound∥∥∥∥∥
n∏

i=m

ehAiAm−1�(hAm−1)

∥∥∥∥∥
X←X

�M5(1+ |log h| + (tn+1 − tm)−1) (25)

is valid for 0� tm < tn�T with some constant M5 > 0 not depending on n and h.

Proof. We note that by the integral formula of Cauchy, Theorem 1 and Hypotheses 1–2 it suffices to
prove the desired bound (25) with Am−1 replaced by Am. Thus, as in the proof of Theorem 1, we compare
the discrete evolution operator with a frozen operator

n∏
i=m

ehAiAm�(hAm)= �n
mAm�(hAm)+ Ame(tn+1−tm)Am�(hAm).

Clearly, the second term is bounded by

‖Ame(tn+1−tm)Am‖X←X‖�(hAm)‖X←X �C(tn+1 − tm)−1,

see (5) and remark above as well as (20). For estimating the first term, we employ relation (13) for �n
m

given in the proof of Theorem 1 and receive

�n
mAm�(hAm)=

n−1∑
j=m+1

�n
j+1(e

hAj − ehAm)Ame(tj−tm)Am�(hAm)

+
n∑

j=m+1

e(tn+1−tj+1)Am(ehAj − ehAm)Ame(tj−tm)Am�(hAm).

As a consequence of the integral formula of Cauchy, see also (15), we obtain

‖(ehAj − ehAm)Ame(tj−tm)Am‖X←X �Ch(tj − tm)−1.

Together with (5), (14) and (20), it thus follows

‖�n
mAm�(hAm)‖X←X �Ch

n∑
j=m+1

(tj − tm)−1 �C(1+ |log h|).

Altogether, this proves the desired result. �

5. Numerical examples

In order to illustrate the sharpness of the proven orders in our convergence bounds, we consider
problem (11) in one space dimension for x ∈ [0, 1] and t ∈ [0, 1]. We choose �(x, t) = 1 + e−t

and 	(x, t) = 
(x, t) = 0, and we determine f (x, t) in such a way that the exact solution is given by
U(x, t)= x(1− x)e−t .
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Table 1
Numerically observed temporal orders of convergence in different norms for discretisations with N spatial degrees of freedom
and time stepsize h= 1/128

N D1 D2 D∞ L1 L2 L∞

50 1.624 1.375 1.217 1.981 1.986 2.000
100 1.562 1.310 1.101 1.979 1.986 1.998
200 1.531 1.280 1.051 1.979 1.986 1.998
300 1.521 1.270 1.034 1.979 1.986 1.998
400 1.516 1.266 1.026 1.979 1.986 1.998

We discretise the partial differential equation in space by standard finite differences and in time by
the Magnus integrator (8), respectively. Due to the particular form of the exact solution, the spatial
discretisation error of our method is zero. The numerically observed temporal orders of convergence in
various discrete norms are shown in Table 1. Recall that X = Lp(�) and Dp =W 2,p(�) ∩W

1,p
0 (�).

The numerically observed order in the discrete L2-norm is approximately 2, which is in accordance
with Theorem 3. There is further a pronounced order reduction to approximately 1.25 in the discrete
D2-norm for sufficiently large N. This is explained as follows. The attainable value of 	 in Theorem 5 is
restricted on the one hand by Hypothesis 3 and on the other hand by the domain of the function

g′n(t)= A′(t)u(t)+ (A(t)− An)u
′(t)+ b′(t), tn� t � tn+1,

see (16). In our example, g′n is spatially smooth but does not satisfy the boundary conditions. For X=L2(�)

the optimal value is therefore 	 = 1/4 − ε for arbitrarily small ε > 0, see [3,4] and the discussion in
Example 2.

Similarly, for arbitrary 1 < p <∞, Theorem 3 predicts order 2 for the Lp-error, whereas an order
reduction to approximately 1+ 1/(2p) in the discrete Dp-norm for large N is explained by Theorem 5.
These numbers are in perfect agreement with Table 1, where we illustrated the limit cases p = 1 and
p =∞.

Acknowledgements

This work was supported by Acciones Integradas Austria-Spain 2002/03 under project 10/2002, Fonds
zur Förderung der wissenschaftlichen Forschung (FWF) under project H210-N13, and by DGI-MCYT
under grants BFM2001-2138 and MTM 2004-02847.

References

[1] S. Blanes, P.C. Moan, Splitting methods for the time-dependent Schrödinger equation, Phys. Lett. A 265 (2000) 35–42.
[2] J. van den Eshof, M. Hochbruck, Preconditioning Lanczos approximations to the matrix exponential, SIAM J. Sci. Comput.

(2004), to appear.
[3] D. Fujiwara, Concrete characterization of the domains of fractional powers of some elliptic differential operators of the

second order, Proc. Japan Acad. 43 (1967) 82–86.
[4] P. Grisvard, Caractérisation de quelques espaces d’interpolation, Arch. Rational Mech. Anal. 25 (1967) 40–63.



156 C. González et al. / Journal of Computational and Applied Mathematics 189 (2006) 142–156

[5] E. Hairer, Ch. Lubich, G. Wanner, Geometric Numerical Integration. Structure-Preserving Algorithms for Ordinary
Differential Equations, Springer, Berlin, 2002.

[6] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Mathematics, vol. 840, Springer, Berlin,
1981.

[7] M. Hochbruck, Ch. Lubich, On Krylov subspace approximations to the matrix exponential operator, SIAM J. Numer. Anal.
34 (1997) 1911–1925.

[8] M. Hochbruck, Ch. Lubich, On Magnus integrators for time-dependent Schrödinger equations, SIAM J. Numer. Anal. 41
(2003) 945–963.

[9] A. Iserles, S.P. NZrsett, On the solution of linear differential equations in Lie groups, Roy. Soc. Lond. Philos. Trans. Ser.
A Math. Phys. Eng. Sci. 357 (1999) 983–1019.

[10] A. Lunardi, Analytic Semigroups and Optimal Regularity in Parabolic Problems, Birkhäuser, Basel, 1995.
[11] W. Magnus, On the exponential solution of a differential equation for a linear operator, Comm. Pure Appl. Math. 7 (1954)

649–673.
[12] A. Ostermann, M. Thalhammer, Non-smooth data error estimates for linearly implicit Runge–Kutta methods, IMA J.

Numer. Anal. 20 (2000) 167–184.
[13] A. Ostermann, M. Thalhammer, Convergence of Runge–Kutta methods for nonlinear parabolic equations, Appl. Numer.

Math. 42 (2002) 367–380.
[14] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Springer, New York, 1983.
[15] H. Tanabe, Equations of Evolution, Pitman, London, 1979.
[16] A. Zanna, Collocation and relaxed collocation for the Fer and the Magnus expansions, SIAM J. Numer. Anal. 36 (1999)

1145–1182.





2.2. A Magnus type integrator for quasilinear problems

A second-order Magnus type integrator for quasilinear parabolic problems

CÉSAREO GONZÁLEZ AND MECHTHILD THALHAMMER

To appear in Mathematics of Computation

133





MATHEMATICS OF COMPUTATION
S 0025-5718(XX)0000-0

A SECOND-ORDER MAGNUS TYPE INTEGRATOR FOR
QUASILINEAR PARABOLIC PROBLEMS
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Abstract. In this paper, we consider an explicit exponential method of clas-

sical order two for the time discretisation of quasilinear parabolic problems.

The numerical scheme is based on a Magnus integrator and requires the eval-
uation of two exponentials per step. Our convergence analysis includes para-

bolic partial differential equations under a Dirichlet boundary condition and

provides error estimates in Sobolev-spaces. In an abstract formulation, the
initial-boundary value problem is written as an initial value problem on a

Banach space X

u′(t) = A
(
u(t)

)
u(t), 0 < t ≤ T, u(0) given,

involving the sectorial operator A(v) : D → X with domain D ⊂ X indepen-

dent of v ∈ V ⊂ X. Under reasonable regularity requirements on the problem,
we prove the stability of the numerical method and derive error estimates in the

norm of certain intermediate spaces between X and D. Various applications

and a numerical experiment illustrate the theoretical results.

1. Introduction

In this paper, we are concerned with the numerical solution of initial value problems
of the form

(1.1) u′(t) = A
(
u(t)

)
u(t), 0 < t ≤ T, u(0) given.

Our main interest is to study (1.1) in an abstract setting where A(v) : D ⊂ X → X
is a family of sectorial operators on a Banach space X which is defined for elements
v ∈ V ⊂ Xγ in an open subset of some intermediate space D ⊂ Xγ ⊂ X. The scope
of applications includes quasilinear parabolic partial differential equations under
a boundary condition of Dirichlet type which arise in the modelling of diffusion
processes with state-dependent diffusivity and in the study of fluids in porous media.

In the present work, we pursue our convergence and stability analysis of Mag-
nus type integrators for the time discretisation of non-autonomous parabolic prob-
lems [11, 26, 27] and study an explicit exponential integration scheme for abstract
quasilinear problems (1.1). The numerical method considered relies on a second-
order Magnus integrator and requires the evaluation of two exponentials at each
step.

In the last few years, due to the progress of the art and the increasing potentiality
for the efficient calculation of the matrix exponential in non-dubious ways [22],

Received by the editor December 2004. Revised version September 2005.
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see [10, 16] and references cited therein, numerical methods based on the Magnus
expansion have received a lot of attention. This is confirmed by a variety of recent
works, as a small selection we mention [5, 7, 17, 18, 19, 29]. Following an approach
studied by Magnus [21], for a linear system of non-autonomous ordinary differential
equations

(1.2) y′(t) = A(t)y(t), y(0) given,

the solution is represented by the exponential of a time-dependent matrix Ω

y(t) = eΩ(t)y(0), t ≥ 0,

which is given by an infinite series of iterated integrals involving matrix commuta-
tors of A

(1.3) Ω(t) =
∫ t

0

A(τ) dτ − 1
2

∫ t

0

[ ∫ τ

0

A(σ) dσ,A(τ)
]
dτ + . . .

In order to obtain a numerical approximation to the exact solution of (1.2), the
Magnus expansion (1.3) is truncated and the integrals are determined by means of
a quadrature formula. For instance, applying the midpoint rule to the first integral
and omitting the remaining terms yields the second-order approximation

(1.4) y1 = ehA(h/2)y0

to the exact solution value at time h > 0. Here, the numerical starting value y0
is a suitable approximation to the exact initial value y(0). Such interpolatory
Magnus integrators were considered in Iserles & Nørsett [18], e.g., in the context
of geometric integration, and, as proven in Hochbruck & Lubich [17], this method
class is also eminently suited for the time integration of spatial discretisations of
time-dependent Schrödinger type equations. In [11, 26], the second-order Magnus
integrator (1.4) was studied for abstract parabolic problems and further extended
to linear and semilinear equations.

The above considerations motivate the following Magnus type integrator for
differential equations of the form (1.1). For some initial value u0 ≈ u(0) and a
stepsize h > 0 the numerical solution u1 is determined by the relation

(1.5a) u1 = ehA(U01)u0 ≈ u(h).

As auxiliary approximation to the exact solution value at the midpoint of the
interval [0, h], the additional internal stage U01 is calculated by means of a first-
order integrator

(1.5b) U01 = eh/2 A(u0)u0 ≈ u
(
h/2

)
.

By Taylor series expansions it is straightforward to show that this scheme has
classical order 2. It is notable that (1.5) can also be considered as a Runge-Kutta
Munthe-Kaas method.

The objective of the present work is to analyse the stability and convergence
behaviour of the numerical method (1.5) in the situation where (1.1) constitutes
a quasilinear parabolic initial-boundary value problem written as an initial value
problem on a Banach space.

Our paper is organised as follows. In Section 2, we state the fundamental hy-
potheses on the differential equation in (1.1) and further specify several applications
that can be cast into our abstract setting. In Section 3, we introduce the Magnus
type integrator whose favourable stability and convergence properties in connection
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with parabolic problems are analysed in detail in the subsequent Sections 4 and 5.
In particular, under reasonable regularity requirements on the data and the solution
of the initial value problem (1.1), we state an error estimate in the norm of a certain
intermediate space between the underlying Banach space X and the domain D. In
Section 6, we finally comment on an extension of the Magnus type integrator to
equations with an additional inhomogeneity and illustrate the theoretical result by
a numerical example.

2. Problem class and applications

In this section, we state the fundamental assumptions on the problem class consid-
ered and illustrate the abstract framework by several applications. The hypotheses
on the initial value problem (1.1) primarily rely on González & Palencia [13] where
Runge-Kutta time discretisations for quasilinear parabolic problems were studied.
However, in our notation we follow Lunardi [20] and the previous works [11, 26].
For an extensive treatise of quasilinear evolution equations, we refer to the works
of Amann [1]-[4]. The theory of sectorial operators and analytic semigroups is
described in detail in the monographs [15, 20, 25]. A comprehensive overview of
interpolation theory is given in [20], see also [6, 28].

To simplify the notation, we henceforth do not distinguish the arising constants.
Thus, the positive quantities K,L,M > 0 and C > 0 possibly have different values
at different occurrences.

2.1. Quasilinear equation. We consider a complex Banach space (X, ‖·‖X) and
a dense subspace (D, ‖·‖D) which we assume to be continuously embedded in X.
For 0 < µ < 1 we denote by Xµ some intermediate space between X and D such
that the norm in Xµ fulfills the relation

‖x‖Xµ
≤ K‖x‖1−µ

X ‖x‖µ
D, x ∈ D,

with a constant K > 0. Specifically, we set X0 = X and X1 = D.
The right-hand side of the differential equation in (1.1) is defined by the map

A : V → L(D,X) where V ⊂ Xγ is an open subset of some intermediate space Xγ

with 0 ≤ γ < 1. In view of applications, the requirement that the domain of the
unbounded linear operator A(v) : D → X is independent of v ∈ V implies that
in general only initial-boundary value problems involving a boundary condition of
Dirichlet type are covered by our analysis. The fundamental assumptions on A are
as follows.

Hypothesis 2.1. (i) The closed linear operator A(v) : D → X is uniformly secto-
rial for v ∈ V . Thus, there exist constants a ∈ R, 0 < φ < π/2, and M > 0 such
that for every v ∈ V and for any complex number λ ∈ C in the complement of the
sector

Sφ(a) =
{
z ∈ C : |arg(a− z)| ≤ φ

}
∪ {a}

the resolvent
(
λI −A(v)

)−1 : X → X exists and further satisfies the estimate

(2.1)
∥∥∥(
λI −A(v)

)−1
∥∥∥

X←X
≤ M

|λ− a|
, λ ∈ C \ Sφ(a).

(ii) The graph norm of A(v) and the norm in D are equivalent, i.e., for every v ∈ V
the following relation holds with a constant K > 0

(2.2) K−1‖x‖D ≤ ‖x‖X +
∥∥A(v)x

∥∥
X
≤ K‖x‖D, x ∈ D.
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(iii) For some 0 ≤ ϑ < 1 the intermediate space X1+ϑ between D and the domain
of A(v)2 does not depend on v ∈ V . Moreover, the map A : V → L(X1+ϑ, Xϑ) is
Lipschitz-continuous with respect to v, that is, the estimate

(2.3)
∥∥A(v)−A(w)

∥∥
Xϑ←X1+ϑ

≤ L‖v − w‖Xγ
, v, w ∈ V,

is valid with a constant L > 0.

By Hypothesis 2.1(ii), a suitable choice for the intermediate space Xγ is the
real interpolation space or the intermediate Calderón space, whereas, due to the
non-applicability of Heinz’s theorem, the fractional power space may depend on
v ∈ V .

Quasilinear parabolic initial-boundary value problems where the above assump-
tions hold true are specified below in Subsection 2.2.

Remark 2.2. In the situation of Hypothesis 2.1 with ϑ = 0, the unique solvabil-
ity of the abstract initial value problem (1.1) is ensured. Namely, it is shown in
Amann [2] that the quasilinear differential equation defines a semiflow in Xβ ∩ V
for every γ < β < 1. However, the limiting case β = γ is not covered by this result.

We note that for a linear operator F : X → D relation (2.2) implies the bounds∥∥A(v)F
∥∥

X←X
≤ K‖F‖D←X , ‖F‖D←X ≤ K

(
1 +

∥∥A(v)F
∥∥

X←X

)
.

Besides, after possibly enlarging the constant M > 0, the following extension of the
resolvent estimate (2.1) is valid

(2.4)
∥∥∥tν−µ

(
λI − tA(v)

)−1
∥∥∥

Xν←Xµ

≤ M

|λ− at|
, t > 0, 0 ≤ µ ≤ ν ≤ 1,

see also [12]. For any fixed v ∈ V the sectorial operator A(v) : D → X is the
infinitesimal generator of an analytic semigroup

(
etA(v)

)
t≥0

on X. Here, the linear
operator

(2.5) etA(v) =
1

2πi

∫
Γ

eλ
(
λI − tA(v)

)−1 dλ, t > 0,

is defined through the integral formula of Cauchy, where Γ denotes a path that
surrounds the spectrum of A(v). If t = 0 let etA(v) = I. Therefore, due to (2.4),
the estimates

(2.6)

∥∥tν−µetA(v)
∥∥

Xν←Xµ
≤M, 0 ≤ t ≤ T, 0 ≤ µ ≤ ν ≤ 1,∥∥t1+ν−µA(v) etA(v)

∥∥
Xν←Xµ

≤M, 0 ≤ t ≤ T, 0 ≤ µ, ν ≤ 1,

are valid, see also [20, Chapter 2]. Consequently, by means of the identity

etA(v) − I =
∫ t

0

A(v)eτA(v) dτ,

we obtain the following bound

(2.7)
∥∥etA(v) − I

∥∥
Xν←Xµ

≤Mt−ν+µ, t > 0, 0 ≤ µ, ν ≤ 1.

For later use, we further introduce the bounded linear operators

(2.8a)
ϕ
(
tA(v)

)
=

1
t

∫ t

0

e(t−τ)A(v) dτ, t > 0, ϕ
(
tA(v)

)
= I, t = 0,

ψ
(
tA(v)

)
=

1
t2

∫ t

0

τe(t−τ)A(v) dτ, t > 0, ψ
(
tA(v)

)
=

1
2
I, t = 0,
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which are related to the analytic semigroup. Moreover, with the help of the integral
formula of Cauchy, the validity of the relation

ψ
(
tA(v)

)
− 1/2ϕ

(
tA(v)

)
= tA(v)χ

(
tA(v)

)
with a bounded linear operator χ

(
tA(v)

)
follows. More precisely, as a direct con-

sequence of the defining relations and (2.6), we obtain the estimate∥∥tν−µϕ
(
tA(v)

)∥∥
Xν←Xµ

+
∥∥tν−µψ

(
tA(v)

)∥∥
Xν←Xµ

+
∥∥χ(

tA(v)
)∥∥

Xµ←Xµ
≤M, 0 ≤ t ≤ T, 0 ≤ µ ≤ ν ≤ 1,

(2.8b)

with a constant M > 0.
We close this subsection with some useful abbreviations. In the sequel, the closed

ball in Xµ with radius % > 0 and center v∗ ∈ Xµ is denoted by

(2.9) Bµ(v∗, %) =
{
v ∈ Xµ : ‖v − v∗‖Xµ

≤ %
}
⊂ Xµ.

Further, for a family f = (fn)0≤n≤N of bounded maps fn : In ⊂ R → Xµ or for a
sequence g = (gn)0≤n≤N in Xµ we set

(2.10)

∥∥f∥∥
Xµ,∞ = max

0≤n≤N

∥∥fn

∥∥
Xµ,∞,

∥∥fn

∥∥
Xµ,∞ = max

t∈In

∥∥fn(t)
∥∥

Xµ
,∥∥g∥∥

Xµ,∞ = max
0≤n≤N

∥∥gn

∥∥
Xµ
.

2.2. Applications. The following initial-boundary value problem can be cast into
the abstract setting of Subsection 2.1, see also [13].

Example 2.3. Let Ω be an open and bounded domain in Rd with regular bound-
ary ∂Ω. We consider the following partial differential equation for a real-valued
function U : Ω× [0, T ] → R : (x, t) = (x1, x2, . . . , xd, t) → U(x, t)

(2.11a) ∂tU(x, t) = A
(
U(x, t)

)
U(x, t), x ∈ Ω, 0 < t ≤ T,

subject to a homogeneous Dirichlet boundary condition and an initial condition

(2.11b) U(x, t) = 0, x ∈ ∂Ω, 0 ≤ t ≤ T, U(x, 0) = U0(x), x ∈ Ω.

Here, for v ∈ C1(Ω) and w ∈ C2(Ω) the second-order differential operator A is
defined through

(2.12) A
(
v(x)

)
w(x) =

d∑
i,j=1

aij

(
x, v(x),∇v(x)

)
∂xixjw(x), x ∈ Ω.

We suppose that the real-valued coefficients aij which are defined on an open do-
main Ω×Λ ⊂ Rd×R×Rd satisfy suitable regularity and boundedness assumptions,
and we further impose the ellipticity condition

d∑
i,j=1

aij(x, p, q) ξiξj ≥ κ

d∑
i=1

ξ2i , (x, p, q) ∈ Ω× Λ, ξ ∈ Rd,

for some κ > 0.
By suppressing the spatial variable, the initial-boundary value problem (2.11)

takes the form of an abstract initial value problem (1.1) on the Banach space

X = Lp(Ω), d < p <∞.
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More precisely, we set
(
u(t)

)
(x) = U(x, t) and define the linear operator A(v)

through
(
A(v)w

)
(x) = A

(
v(x)

)
w(x). Then, by choosing

D = W 2,p(Ω) ∩W 1,p
0 (Ω), V = Xγ , 1/2 + d (2p)−1 < γ < 1,

it follows that Hypothesis 2.1 is satisfied with ϑ = 0. In particular, due to the
imbedding Xγ ⊂ C1(Ω), the linear operator A(v) : D → X is well-defined for
elements v ∈ Xγ , see [15, Section 1.6]. If the coefficients of the differential operator
do not depend on the derivative, that is, in (2.12) aij

(
x, v(x), ∂xv(x)

)
is replaced

by aij

(
x, v(x)

)
, the less restrictive condition d (2p)−1 < γ < 1 follows.

The following illustration describes the movement of a fluid of variable density
through a porous medium under the influence of gravity and hydrodynamic disper-
sion. It is shown in Clément et al. [9] that the specified system of elliptic-parabolic
partial differential equations when reformulated as an abstract evolution equation
on a suitably chosen Banach space leads to a quasilinear parabolic problem.

Example 2.4. Let Ω ⊂ R2 be a rectangle or an open and bounded domain in R2

with regular boundary ∂Ω. Elements x = (x1, x2)T ∈ R2 are meanwhile interpreted
as columns. We consider a system of elliptic-parabolic partial differential equations
for functions U, V : Ω× [0, T ] → R : (x, t) → U(x, t)

(2.13a)

{
−∆V (x, t) = ∂x1U(x, t),
∂tU(x, t) + divF (x, t) = 0,

x ∈ ∂Ω, 0 < t ≤ T,

with map F = (F1, F2)T : Ω× [0, T ] → R2 defined by

(2.13b) F (x, t) = curlV (x, t) U(x, t)−D
(
curlV (x, t)

)
∇U(x, t).

Here, we set curlV = (−∂x2V, ∂x1V )T and further employ the standard notations
∇U = (∂x1U, ∂x2U)T , ∆V = ∂2

x1
V + ∂2

x2
V , and divF = ∂x1F1 + ∂x2F2. The

system (2.13a) is subject to the boundary conditions

(2.13c) V (x, t) = 0, νTF (x, t) = 0, x ∈ ∂Ω, 0 < t ≤ T,

where ν = (ν1, ν2)T is the outward normal unit vector on ∂Ω. Moreover, we impose
a certain initial condition U(x, 0) = U0(x) for x ∈ Ω. Specifically, the real-valued
functions Dij : R2 → R : q → D(q) that define the hydrodynamic dispersion matrix
D(q) =

(
Dij(q)

)
1≤i,j≤2

are given by

(2.13d) Dij(q) =


(
c1 + c2

√
q21 + q22

)
δij + c3

qiqj√
q2
1+q2

2

, if q 6= 0,

c1δij , if q = 0.

The positive constants c1, c2, and c3 involve certain characteristic quantities such
as the transversal and longitudinal dispersion length, the molecular diffusion coef-
ficient as well as the tortuosity and porosity of the medium. As usual, δij denotes
the Kronecker symbol. In particular, the ellipticity condition

2∑
i,j=1

Dij(q) ξiξj ≥ κ
(
ξ21 + ξ22

)
, q ∈ R2, ξ ∈ Rd,

holds for some κ > 0.
Using the well-known result that the differential operator −∆ subject to a ho-

mogeneous Dirichlet boundary condition is invertible in Lp(Ω), we express the
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solution V of (2.13a) in terms of U . That is, denoting the inverse operator by
(−∆|γ)−1, we get the relation V = (−∆|γ)−1∂x1U . Furthermore, by introducing
the solution-dependent coefficients ai and aij , 1 ≤ i, j ≤ 2, such that

− curlV (x, t) = − curl
(
(−∆|γ)−1∂x1U(x, t)

)
=

(
a1

(
U(x, t)

)
a2

(
U(x, t)

)) ,

D
(
curlV (x, t)

)
=

(
a11

(
U(x, t)

)
a12

(
U(x, t)

)
a21

(
U(x, t)

)
a22

(
U(x, t)

)) ,

problem (2.13) takes the form

(2.14a) ∂tU(x, t) = A
(
U(x, t)

)
U(x, t), x ∈ Ω, 0 < t ≤ T,

with differential operator A given by

A
(
U(x, t)

)
U(x, t) =

2∑
i=1

∂xiai

(
U(x, t)

)
U(x, t)

+
2∑

i,j=1

∂xi
aij

(
U(x, t)

)
∂xj

U(x, t).

(2.14b)

In addition, the solution U fulfills the boundary condition

(2.14c)
2∑

i=1

νiai

(
U(x, t)

)
U(x, t) +

2∑
i,j=1

νiaij

(
U(x, t)

)
∂xj

U(x, t) = 0

for x ∈ ∂Ω and 0 < t ≤ T as well as the initial condition U(x, 0) = U0(x) for x ∈ Ω.
In order to cast this parabolic initial-boundary value problem into our abstract

framework, we set

Y = W 1,p′(Ω), X = Y ′, D = W 1,p(Ω),

for 2 < p <∞ and 1/p′ = 1− 1/p. Besides, we define A(u)u for u ∈ D through

(2.15)
〈
A(u)u, v

〉
=

2∑
i=1

〈
∂xiv, ai(u)u

〉
+

2∑
i,j=1

〈
∂xiv, aij(u)∂xju

〉
, v ∈ Y,

where we employ the standard notation〈
f, g

〉
=

∫
Ω

f(x)g(x) dx, f ∈ Lp(Ω), g ∈ Lp′(Ω).

In (2.15), due to the imbedding W 1,p(Ω) ⊂ C
(
Ω

)
, the coefficients ai(u) and aij(u)

are defined pointwise on the closure of Ω. The investigations in [9] imply that
the operator family A : V → L(D,X) satisfies Hypothesis 2.1 with V = Xγ for
1/2 + 1/p < γ < 1 and ϑ = 0.

3. Magnus type integrator

In the sequel, we specify the numerical scheme for the time discretisation of quasi-
linear parabolic problems.

Henceforth, for integers n ≥ 0 let tn = nh be the grid points associated with
a constant stepsize h > 0. The numerical approximation un+1 to the value of the
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exact solution of the abstract initial value problem (1.1) at time tn+1 is determined
through the recurrence formula

(3.1)
Un1 = eh/2 Anun, An = A(un),

un+1 = ehAn1un, An1 = A
(
Un1

)
, n ≥ 0.

Here, similarly as for Runge-Kutta methods, the numerical solution un+1 is com-
puted by means of an additional internal stage Un1 which is a first-order approxi-
mation to the exact solution value at the midpoint tn1 = tn + h/2.

Provided that the exponential is available, the benefits of the Magnus type in-
tegrator (3.1) are its explicitness and favourable stability properties. Namely, the
utilisation of exponentials instead of rational functions enhances the stability prop-
erties of the integrator. In this respect, we refer to González & Palencia [13] where
the stability and convergence behaviour of Runge-Kutta time discretisations for
quasilinear parabolic problems is studied. However, in [13] the requirement of
strong A(θ)-stability implies that the Runge-Kutta method is implicit.

In the non-stiff case, by employing Taylor series expansions, it is straightforward
to prove that the numerical method (3.1) has classical order two. In the situation
where (1.1) constitutes an abstract quasilinear parabolic problem on a Banach space
its convergence behaviour is analysed in Section 5 below.

Remark 3.1. We note that the solution of (3.1) remains well-defined in Xβ∩V for
any γ < β ≤ 1. Namely, whenever un lies in Xβ ∩ V it follows from (2.6) that Un1

is bounded in Xβ ∥∥Un1

∥∥
Xβ

≤M‖un‖Xβ
.

On the other hand, for h > 0 sufficiently small it holds∥∥Un1 − un

∥∥
Xγ

≤
∥∥eh/2 An − I

∥∥
Xγ←Xβ

‖un‖Xβ
≤Mhβ−γ‖un‖Xβ

≤ %,

that is, the internal stage Un1 is contained in a ball Bγ(un, %) ⊂ Xγ and thus
in V for suitably chosen % > 0, see also (2.7) and (2.9). In particular, it follows
Un1 ∈ Xβ ∩ V , and therefore the sectorial operator A(Un1) is well-defined. Now,
similar considerations to before show that also un+1 belongs to Xβ ∩ V .

For a family (Fi)i≥0 of non-commutative operators on a Banach space, we employ
the product notation

n∏
i=m

Fi = FnFn−1 · · ·Fm, n ≥ m,
n∏

i=m

Fi = I, n < m.

As a consequence, by solving the recursion for the numerical solution in (3.1), we
get the relation

un+1 =
n∏

i=0

ehAi1u0 = ehAn1ehAn−1,1 · · · ehA01u0, n ≥ 0.

Our first objective is to study the stability behaviour of this numerical approxima-
tion. This is done in Section 4 below.
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4. Stability

In this section, we analyse the stability behaviour of the numerical method (3.1),
that is, we study the dependence of the numerical approximation on the initial
value and the effect of additional perturbations. Several auxiliary estimates are
collected in Subsection 4.2.

4.1. Stability result. For the following considerations, we employ the assump-
tions and notation introduced in the previous Sections 2 and 3. In particular, we
denote by 0 ≤ γ < 1 and 0 ≤ ϑ < 1 the constants specified in Hypothesis 2.1.
Further, in view of Example 2.3 and the discussion in Subsection 6.2, it is senseful
to suppose ϑ ≤ γ.

Henceforth, we fix γ < β ≤ 1 and u0 ∈ Xβ . Accordingly to our numerical
scheme (3.1), for initial values v0, w0 ∈ Xβ and additional perturbations pn, qn ∈ Xβ

for n ≥ 1 we consider the recursions

(4.1)
vn+1 = ehA(Vn1)vn + hpn+1, Vn1 = eh/2 A(vn)vn,

wn+1 = ehA(Wn1)wn + hqn+1, Wn1 = eh/2 A(wn)wn, n ≥ 0.

We note that similar considerations as in Remark 3.1 imply that Vn1 and vn+1

belong to Xβ ∩ V provided that vn ∈ Xβ ∩ V , pn+1 ∈ Xβ bounded, and h > 0
sufficiently small. The analogue is valid for wn+1.

The following result shows that furthermore these recurrence formulas remain
bounded in Xβ . Especially, it follows that the Magnus type integrator (3.1) starting
from u0 ∈ Xβ ∩ V is applicable up to time T .

Theorem 4.1 (Stability). Suppose that Hypothesis 2.1 is fulfilled with ϑ > 0. For
γ < β ≤ 1 let v0 ∈ Xβ∩V and w0 ∈ Xβ∩V and assume that pn and qn are bounded
in Xβ for n ≥ 1. Then, for h > 0 chosen sufficiently small the solutions of (4.1)
satisfy the bound

‖vn − wn‖Xβ
≤ C

(
‖v0 − w0‖Xβ

+ max
1≤j≤n

‖pj − qj‖Xβ

)
, 0 ≤ nh ≤ T,

with constant C > 0 not depending on n and h.

Proof. Our proof is based on a fixed-point iteration based on a global representation
of the solutions in (4.1). For this purpose, we introduce several notations.

For the following, we choose u0 ∈ Xβ and fix γ < ζ < β and 0 < α < β − ζ. For
constants % > 0 and L̃ > 0 we set

Z =
{
z = (zn)0≤nh≤T : z0 ∈ Bβ(u0, %) ∩ V, zn ∈ Xζ ∩ V for n ≥ 1

and nh ≤ T, ‖zn − zm‖Xζ
≤ L̃(tn − tm)α for 0 ≤ mh ≤ nh ≤ T

}
.

(4.2)

In particular, for z∗ ∈ Bβ(u0, %) ∩ V we denote Zz∗ =
{
z ∈ Z : z0 = z∗

}
. Note

that the sequence spaces Z and Zz∗ are complete metric spaces with the distance
induced by the maximum norm

‖z‖Xζ ,∞ = max
0≤nh≤T

‖zn‖Xζ
,

see also (2.10). Besides, for some σ > 0 we introduce the set

S =
{
s = (sn)h≤nh≤T : sn ∈ Bβ(0, σ) for n ≥ 1 and nh ≤ T

}
.
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For z ∈ Z, accordingly to relation (4.1), we denote by Z1(z) =
(
Zn1(z)

)
n≥0

the
sequence defined through

(4.3a) Zn1(z) = eh/2 A(zn)zn, n ≥ 0.

Moreover, we introduce a family of linear operators L(z) =
(
Ln

m(z)
)
n≥m≥0

depend-
ing on the sequence Z1 and thus on z

(4.3b) Ln
m(z) =

n∏
i=m

ehA(Zi1(z)), 0 ≤ m ≤ n.

For the following, we fix z∗ ∈ Xβ ∩ V and s ∈ S and let

(4.3c)

N : Zz∗ −→ Zz∗ : z 7−→ N (z) = N(z, s) =
(
Nn(z, s)

)
0≤nh≤T

,

N0(z, s) = z∗, Nn(z, s) = Ln−1
0 (z)z∗ + h

n−1∑
j=0

Ln−1
j+1 (z)sj+1, n ≥ 1.

Clearly, a sequence z ∈ Zz∗ that is a fixed-point of the nonlinear operator N , that
is, z satisfies the relation z = N (z), also fulfills the recurrence formula

(4.4) zn+1 = ehA(Zn1)zn + hsn+1, Zn1 = eh/2 A(zn)zn, n ≥ 0,

with initial value z0 = z∗.
We next prove the unique solvability of the fixed-point equation z = N (z) and

the continuous dependence of the fixed-point on the initial value and additional
perturbations. Several auxiliary results needed for the following considerations are
derived in the subsequent Subsection 4.2.

(i) Let v, w ∈ Zz∗ and s ∈ S. Estimating the difference Nn(v, s)−Nn(w, s) with
the help of Lemma 4.6 and using that ‖sj+1‖ ≤ σ for 0 ≤ j ≤ n− 1 gives∥∥Nn(v, s)−Nn(w, s)

∥∥
Xζ

≤
∥∥Ln−1

0 (v)− Ln−1
0 (w)

∥∥
Xζ←Xβ

‖z∗‖Xβ

+ h
n−1∑
j=0

∥∥Ln−1
j+1 (v)− Ln−1

j+1 (w)
∥∥

Xζ←Xβ
‖sj+1‖Xβ

≤ C
(
tβ−ζ
n−1‖z∗‖Xβ

+ σh

n−2∑
j=0

(tn−1 − tj+1)β−ζ
)
‖v − w‖Xζ ,∞

≤ Ctβ−ζ
n

(
‖z∗‖Xβ

+ σtn
)
‖v − w‖Xζ ,∞.

If β = 1 an additional logarithmic term (1 + |log h |) arises. Thus, for 0 < tn ≤ T
and h > 0 small enough the mapping N is contractive, that is, the estimate∥∥N (v)−N (w)

∥∥
Xζ ,∞ ≤ κ‖v − w‖Xζ ,∞, v, w ∈ Zz∗ ,

holds with constant κ < 1.
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(ii) For any z ∈ Zz∗ and s ∈ S Lemma 4.4 and 4.5 imply∥∥Nn(z, s)−Nm(z, s)
∥∥

Xζ
≤

∥∥Ln−1
0 (z)− Lm−1

0 (z)
∥∥

Xζ←Xβ
‖z∗‖Xβ

+ h
m−1∑
j=0

∥∥Ln−1
j+1 (z)− Lm−1

j+1 (z)
∥∥

Xζ←Xβ
‖sj+1‖Xβ

+ h
n−1∑
j=m

∥∥Ln−1
j+1 (z)

∥∥
Xζ←Xβ

‖sj+1‖Xβ

≤ C̃
(
1 + Ctαn−1

)(
‖z∗‖Xβ

(tn − tm)β−ζ + σtm−1(tn − tm)β−ζ + σ(tn−1 − tm)
)

≤ C̃
(
1 + Ctαn

)
(tn − tm)β−ζ

with constant C̃ > 0 independent of the Hölder-constant L̃. This relation shows
that the constant L̃ > 0 can be chosen such that sequence N (z) belongs to Z for
T > 0 sufficiently small. Again, if β = 1 an additional logarithmis factor appears
in the estimate.

As a consequence, N is a contraction on Zz∗ . Therefore, an application of the
Banach contraction principle shows that N possesses a unique fixed-point z ∈ Zz∗ .
Consequently, for any z∗ ∈ Xβ ∩ V and s ∈ S the recursion (4.4) is solvable in the
sequence space Zz∗ .

As a further consequence, we obtain the stability estimate of the theorem. As-
sume that v, w ∈ Z and p, q ∈ S fulfill the identities

v = N(v, p), w = N(w, q).

The bound in (i) together with Lemma 4.4 shows

‖v − w‖Xζ ,∞ =
∥∥N(v, p)−N(w, q)‖Xζ ,∞

≤
∥∥N(v, p)−N(w, p)‖Xζ ,∞ +

∥∥N(w, p)−N(w, q)‖Xζ ,∞

≤ κ‖v − w‖Xζ ,∞ + C
(
‖v0 − w0‖Xβ

+ ‖p− q‖Xβ ,∞
)
.

Therefore, as κ < 1 we get the relation

‖v − w‖Xζ ,∞ ≤ C
(
‖v0 − w0‖Xβ

+ ‖p− q‖Xβ ,∞
)
.

Applying the above arguments together with the previous estimate finally proves
the following bound in Xβ

‖v − w‖Xβ ,∞ ≤
∥∥N(v, p)−N(w, p)‖Xβ ,∞ +

∥∥N(w, p)−N(w, q)‖Xβ ,∞

≤ C‖v − w‖Xζ ,∞ + C
(
‖v0 − w0‖Xβ

+ ‖p− q‖Xβ ,∞
)

≤ C
(
‖v0 − w0‖Xβ

+ ‖p− q‖Xβ ,∞
)

which is the desired result.
We finally remark that the rather strong restrictions concerning the size of the

end time T > 0 can be weakend by introducing exponential weights in the maximum
norm. Alternatively, combining the stability and the convergence result given in
Section 5 shows the validity of Theorem 4.1 on the whole interval of existence of
the true solution u : [0, T ] → Xβ of (1.1). �

Remark 4.2. The analogue of Theorem 4.1 is valid for any Magnus type integrator
of the form un+1 = ehUn1un provided that the internal stages Un1 satisfy an estimate
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of the form ∥∥Un1 − Um1

∥∥
Xγ

≤ C(tn − tm)α, 0 ≤ tm ≤ tn ≤ T,

see also Lemma 4.3.

4.2. Auxiliary estimates. In the sequel, we employ the assumptions and abbre-
vitations introduced in the previous Subsection 4.1. In particular, as in the proof
of Theorem 4.1, we choose γ < ζ < β and 0 < α < β − ζ. In this subsection, we
denote by C̃ > 0 a constant that only depends on the constants that appear in Hy-
pothesis 2.1, but not on the Hölder-constant L̃, see (4.2). Especially, the constants
C̃ > 0 and C > 0 are independent of n and h.

At first, we show that for any sequence z ∈ Z the associated sequence Z1(z)
reflects the Hölder-continuity of z, see also (4.2) and (4.3a). For the moment, as
we consider a fixed sequence z ∈ Z, we omit the dependence of Z1 on z.

Lemma 4.3. Assume that Hypothesis 2.1 holds with ϑ ≥ 0. Then, for any z ∈ Z
the associated sequence Z1 =

(
Zn1

)
n≥0

defined by (4.3a) satisfies the estimate∥∥Zn1 − Zm1

∥∥
Xγ

≤ C(tn − tm)α, 0 ≤ tm ≤ tn ≤ T,

with constant C > 0.

Proof. In order to estimate the difference Zn1 − Zm1, we make use of the identity

Zn1 − Zm1 = eh/2 A(zn)(zn − zm) +
(
eh/2 A(zn) − eh/2 A(zm)

)
zm.

Due to the fact that z lies in Z, together with (2.6) it follows for 0 ≤ tm ≤ tn ≤ T∥∥eh/2 A(zn)(zn − zm)
∥∥

Xγ
≤

∥∥eh/2 A(zn)
∥∥

Xγ←Xζ
‖zn − zm‖Xζ

≤ C(tn − tm)α.

On the other hand, let Γ be a path that surrounds the spectrum of the sectorial
operators A(zn) and A(zm). Then, by means of the integral formula of Cauchy, we
have the representation(

eh/2 A(zn) − eh/2 A(zm)
)
zm =

h

πi

∫
Γ

eλ
(
λI − h/2A(zn)

)−1

×
(
A(zn)−A(zm)

)(
λI − h/2A(zm)

)−1
zm dλ,

see also (2.5). We estimate this expression with the help of relation (2.3) and the
resolvent bound (2.4). Note further that ‖zn − zm‖Xγ

≤ K‖zn − zm‖Xζ
with some

K > 0. As a consequence, we get the estimate∥∥∥(
eh/2 A(zn) − eh/2 A(zm)

)
zm

∥∥∥
Xγ

≤ h

π

∫
Γ

∣∣eλ
∣∣∥∥∥(

λI − h/2A(zn)
)−1

∥∥∥
Xγ←X

×
∥∥A(zn)−A(zm)

∥∥
X←D

∥∥∥(
λI − h/2A(zm)

)−1
∥∥∥

D←Xζ

‖zm‖Xζ
|dλ|

≤ C‖zn − zm‖Xγ
‖zm‖Xζ

≤ C(tn − tm)α.

Altogether, this yields the desired result. �

As a direct consequence of (2.6) we obtain the following bound for the analytic
semigroup generated by the sectorial operator A(Zm1)

(4.5)
∥∥e(tn+1−tm)A(Zm1)

∥∥
Xν←Xµ

≤M(tn+1 − tm)−ν+µ, 0 ≤ tm ≤ tn ≤ T,

whenever 0 ≤ µ ≤ ν ≤ 1. Lemma 4.4 below shows that the corresponding estimate
remains valid for L = L(z), see (4.3b).
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Lemma 4.4. Suppose that Hypothesis 2.1 holds with ϑ > 0. Then, for any z ∈ Z
the associated linear operator family L =

(
Ln

m

)
n≥m≥0

defined by (4.3b) fulfills∥∥Ln
m

∥∥
Xν←Xµ

≤ C̃
(
1 + C(tn+1 − tm)α

)
(tn+1 − tm)−ν+µ, 0 ≤ tm ≤ tn ≤ T,

for all 0 ≤ µ ≤ ν ≤ 1 provided that ϑ < µ+ α.

Proof. Our techniques for proving Lemma 4.4 are close to that applied in [11, 26].
The basic idea is to compare Ln

m with the frozen operator
n∏

i=m

ehA(Zm1) = e(tn+1−tm)A(Zm1),

where the bound (4.5) is available. Thus, it remains to estimate the difference

(4.6a) ∆n
m = Ln

m − e(tn+1−tm)A(Zm1), 0 ≤ m < n.

From a telescopic identity, we obtain the equality

(4.6b) ∆n
m =

n−1∑
j=m+1

∆n
j+1Ξjm +

n∑
j=m+1

e(tn+1−tj+1)A(Zm1) Ξjm

which involves the linear operator

Ξjm =
(
ehA(Zj1) − ehA(Zm1)

)
e(tj−tm)A(Zm1), j > m.

The integral formula of Cauchy yields the following representation, where the path Γ
is chosen in such a way that it surrounds the spectrum of the sectorial opera-
tors A(Zj1) and A(Zm1), see also (2.5) and the proof of Lemma 4.3

e(tn+1−tj+1)A(Zm1) Ξjm =
h

2πi

∫
Γ

eλ e(tn+1−tj+1)A(Zm1)
(
λI − hA(Zj1)

)−1

×
(
A(Zj1)−A(Zm1)

)(
λI − hA(Zm1)

)−1e(tj−tm)A(Zm1) dλ.

We estimate this expression by applying the resolvent bound (2.4) and further (2.6).
Due to relation (2.3) and Lemma 4.3, for m < j < n we finally get∥∥e(tn+1−tj+1)A(Zm1) Ξjm

∥∥
Xν←Xµ

≤ Ch(tn+1 − tj+1)−ν+ϑ(tj − tm)−1−ϑ+µ

×
∥∥Zj1 − Zm1

∥∥
Xγ

≤ Ch(tn+1 − tj+1)−ν+ϑ(tj − tm)−1−ϑ+µ+α, m < j < n.

Moreover, it follows∥∥Ξnm

∥∥
Xν←Xµ

≤ Ch1−ν+ϑ(tn − tm)−1−ϑ+µ+α.

Thus, by interpreting the last sum in (4.6b) as a Riemann-sum and estimating it
by the associated integral, we have

n−1∑
j=m+1

∥∥e(tn+1−tj+1)A(Zm1)Ξjm

∥∥
Xν←Xµ

≤ C(tn+1 − tm)−ν+µ+α

provided that ϑ < µ+ α. Furthermore, we make use of the relation∥∥Ξjm

∥∥
Xµ←Xµ

≤ Ch1−µ+ϑ(tj − tm)−1−ϑ+µ+α, j > m.
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First, we estimate ∆n
m as operator from Xϑ to Xν . With the help of the above

relations, due to the fact that for j > m and n > m it holds∥∥Ξjm

∥∥
Xϑ←Xϑ

≤ Ch(tj − tm)−1+α,
∥∥Ξnm

∥∥
Xν←Xϑ

≤ Ch1−ν+ϑ(tn − tm)−1+α,

n−1∑
j=m+1

∥∥e(tn+1−tj+1)A(Zm1)Ξjm

∥∥
Xν←Xϑ

≤ C(tn+1 − tm)−ν+ϑ+α,

we obtain the following bound

∥∥∆n
m

∥∥
Xν←Xϑ

≤
n−1∑

j=m+1

∥∥∆n
j+1

∥∥
Xν←Xϑ

∥∥Ξjm

∥∥
Xϑ←Xϑ

+
∥∥Ξnm

∥∥
Xν←Xϑ

+
n−1∑

j=m+1

∥∥e(tn+1−tj+1)A(Zm1)Ξjm

∥∥
Xν←Xϑ

≤ Ch
n−1∑

j=m+1

∥∥∆n
j+1

∥∥
Xν←Xϑ

(tj − tm)−1+α + C(tn+1 − tm)−ν+ϑ+α.

Thus, from a Gronwall-type inequality with a weakly singular kernel, see [8, 24],
e.g., it follows ∥∥∆n

m

∥∥
Xν←Xϑ

≤ Ch(tn+1 − tm)−ν+ϑ+α

with constant C > 0 possibly depending on T . Now, it is straightforward to
estimate ∆n

m as operator from Xµ to Xν

∥∥∆n
m

∥∥
Xν←Xµ

≤
n−1∑

j=m+1

∥∥∆n
j+1

∥∥
Xν←Xϑ

∥∥Ξjm

∥∥
Xϑ←Xµ

+
∥∥Ξnm

∥∥
Xν←Xµ

+
n−1∑

j=m+1

∥∥e(tn+1−tj+1)A(Zm1)Ξjm

∥∥
Xν←Xµ

≤ Ch
n−1∑

j=m+1

(tn+1 − tj)−ν+ϑ+α(tj − tm)−1−ϑ+µ+α + C(tn+1 − tm)−ν+µ+α,

wherefore we finally have

(4.7)
∥∥∆n

m

∥∥
Xν←Xµ

≤ C(tn+1 − tm)−ν+µ+α.

Together with (4.5) this yields the desired result. �

Now, with the help of Lemma 4.4 we are in the position to show that L is
Hölder-continuous.

Lemma 4.5. In the situation of Lemma 4.4, for z ∈ Z the associated operator
family L =

(
Ln

m

)
n≥m≥0

satisfies the following estimates∥∥Ln
j (z)− Lm

j

(
z)‖Xν←Xµ ≤ C̃

(
1 + Ctαn

)
(tn − tm)−ν+µ, ν 6= 1,∥∥Ln

j (z)− Lm
j

(
z)‖D←Xµ

≤ C̃
(
1 + Ctαn

)(
1 + |log h |

)
(tn − tm)−1+µ,

where 0 ≤ µ, ν ≤ 1 and 0 ≤ tj ≤ tm < tn ≤ T .



A MAGNUS TYPE INTEGRATOR FOR QUASILINEAR PARABOLIC PROBLEMS 15

Proof. From a telescopic identity, for j ≤ m < n we obtain

Ln
j − Lm

j =
(
Ln

m+1 − I
)
Lm

j =
n∑

i=m+1

Ln
i+1

(
ehA(Zi1) − I

)
Lm

j , j ≤ m < n.

We note that the relations in (2.8) imply∥∥ehA(Zi1) − I
∥∥

X←D
=

∥∥hA(Zi1)ϕ
(
hA(Zi1)

)∥∥
X←D

≤Mh, 0 ≤ ti ≤ T,

see also [25], e.g. Further, it holds∥∥ehA(Zi1) − I
∥∥

Xν←D
≤Mh1−ν , 0 ≤ ti ≤ T.

Thus, by applying the bound from Lemma 4.4, for any 0 ≤ µ, ν ≤ 1 we get∥∥Ln
j − Lm

j

∥∥
Xν←Xµ

≤
n−1∑

i=m+1

∥∥Ln
i+1

∥∥
Xν←X

∥∥ehA(Zi1) − I
∥∥

X←D

∥∥Lm
j

∥∥
D←Xµ

+
∥∥ehA(Zi1) − I

∥∥
Xν←D

∥∥Lm
j

∥∥
D←Xµ

≤ C̃
(
1 + Ctαn

)
h

n−1∑
i=m+1

(tn+1 − ti+1)−ν(tm+1 − tj)−1+µ.

Therefore, interpreting the sum as a Riemann-sum and estimating it by the asso-
ciated integral yields for ν 6= 1∥∥Ln

j − Lm
j

∥∥
Xν←Xµ

≤ C̃
(
1 + Ctαn

)
(tn+1 − tm+1)1−ν(tm+1 − tj)−1+µ

≤ C̃
(
1 + Ctαn

)
(tn − tm)−ν+µ

( n−m

m+ 1− j

)1−µ

≤ C̃
(
1 + Ctαn

)
(tn − tm)−ν+µ

which proves the desired result. If ν = 1 the additional term
(
1 + |log h |

)
arises in

the estimate. �

In Lemma 4.6 we study the dependence of the operators Ln
m(z) on z. For that

purpose, for v = (vn)n≥0 and w = (wn)n≥0 in Z we denote by ‖v − w‖Xζ ,∞ the
maximum value of ‖vn − wn‖Xζ

for 0 ≤ nh ≤ T , see also (2.10).

Lemma 4.6. Suppose that Hypothesis 2.1 is satisfied with ϑ > 0. Then, for se-
quences v = (vn)n≥0 ∈ Z and w = (wn)n≥0 ∈ Z the following estimates are valid
for arbitrary 0 ≤ µ ≤ ν ≤ 1 and 0 ≤ tm < tn ≤ T . If ν 6= 1 and µ 6= 0 it follows∥∥Ln

m(v)− Ln
m(w)

∥∥
Xν←Xµ

≤ C(tn − tm)−ν+µ‖v − w‖Xζ ,∞,

else if ν = 1 or µ = 0 the bound∥∥Ln
m(v)− Ln

m(w)
∥∥

Xν←Xµ
≤ C(tn − tm)−ν+µ

(
1 + |log h |

)
‖v − w‖Xζ ,∞

holds.

Proof. For v = (vn)n≥0 ∈ Z and w = (wn)n≥0 ∈ Z we define the associated se-
quences V1 =

(
Vn1

)
n≥0

and W1 =
(
Wn1

)
n≥0

accordingly to (4.3a). An application
of the telescopic identity yields

Ln
m(v)− Ln

m(w) =
n∑

j=m

Ln
j+1(v)

(
ehA(Vj1) − ehA(Wj1)

)
Lj−1

m (w),
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see also the proof of the previous Lemma 4.5. We estimate Ln
m(v) − Ln

m(w) as
operator from Xµ to Xν∥∥Ln

m(v)− Ln
m(w)

∥∥
Xν←Xµ

≤
∥∥Ln

m+1(v)
∥∥

Xν←X

∥∥ehA(Vm1) − ehA(Wm1)
∥∥

X←Xµ

+
n−1∑

j=m+1

∥∥Ln
j+1(v)

∥∥
Xν←X

∥∥ehA(Vj1) − ehA(Wj1)
∥∥

X←D

∥∥Lj−1
m (w)

∥∥
D←Xµ

+
∥∥ehA(Vn1) − ehA(Wn1)

∥∥
Xν←D

∥∥Ln−1
m (w)

∥∥
D←Xµ

.

By the integral formula of Cauchy, we have the representation

ehA(Vj1) − ehA(Wj1) =
h

πi

∫
Γ

eλ
(
λI − hA(Vj1)

)−1

×
(
A(Vj1)−A(Wj1)

)(
λI − hA(Wj1)

)−1 dλ,

see also (2.5). Consequently, with the help of (2.4) and (2.6) we have∥∥ehA(Vj1) − ehA(Wj1)
∥∥

X←Xµ
≤ Chµ

∥∥A(Vj1)−A(Wj1)
∥∥

X←D
, 0 ≤ µ ≤ 1,∥∥ehA(Vj1) − ehA(Wj1)

∥∥
Xν←D

≤ Ch1−ν
∥∥A(Vj1)−A(Wj1)

∥∥
X←D

, 0 ≤ ν ≤ 1.

Hypothesis 2.1 and similar considerations as in the proof of Lemma 4.3 yield the
bound∥∥A(Vn1)−A(Wn1)

∥∥
X←D

≤ L
∥∥Vn1 −Wn1

∥∥
Xγ

= L
∥∥eh/2 A(vn)vn − eh/2 A(wn)wn

∥∥
Xγ

≤ C‖vn − wn‖Xζ
.

As a consequence, by means of Lemma 4.4 we finally have∥∥Ln
m(v)− Ln

m(w)
∥∥

Xν←Xµ
≤ C(tn − tm)−ν+µ‖v − w‖Xζ ,∞.

Here, an additional logarithmic factor arises if ν = 1 or µ = 0. This proves the
desired result. �

5. Convergence

In this section, we state a convergence result for the Magnus type integrator (3.1)
applied to the quasilinear problem (1.1). Our proof relies on a favourable relation
for the global error which we derive first.

5.1. Relation for error. For the subsequent considerations, we employ the abbre-
viations introduced before in Sections 2 and 3. In particular, for a constant stepsize
h > 0 we let tn = nh and tn1 = tn + h/2 and set An = A(un) and An1 = A

(
Un1

)
for n ≥ 0. Furthermore, we define

ϕn1 = ϕ
(
hAn1

)
, ψn1 = ψ

(
hAn1

)
, χn1 = χ

(
hAn1

)
, ψn =

(
h/2An

)
,

see also (2.8a). Besides, it is convenient to denote the exact solution values by

ûn+1 = u(tn+1), Ûn1 = u(tn1), Ân = A
(
ûn

)
, Ân1 = A

(
Ûn1

)
.

Then, the global error of the numerical approximation and the internal stage, re-
spectively, equals

en+1 = un+1 − ûn+1, En1 = Un1 − Ûn1, n ≥ 0.
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Moreover, the discrete evolution operator is given by

(5.1) En
m =

n∏
i=m

ehAi1 , 0 ≤ m ≤ n.

In addition, we set En
m = I if n < m.

In order to represent the global error en+1 in a suitable way, we consider the
differential equation (1.1) on the subinterval [tn, tn+1] and rewrite the right-hand
side by adding and substracting An1

u′(t) = An1u(t) + gn(t), gn(t) =
(
A

(
u(t)

)
−An1

)
u(t).

Thus, with the help of the variation-of-constants formula, a relation similar to the
second formula in (3.1) involving further the defect of the method follows

(5.2) ûn+1 = ehAn1 ûn + dn+1, dn+1 =
∫ h

0

e(h−τ)An1gn(tn + τ) dτ.

By taking the difference of (3.1) and (5.2) and resolving the resulting recursion
for en+1, we finally obtain

(5.3) en+1 = En
0 e0 −

n∑
j=0

En
j+1dj+1.

For deriving a useful relation for the defects, we decompose gn as follows

(5.4) gn(t) = fn(t) +
(
Ân1 −An1

)
u(t), fn(t) =

(
A

(
u(t)

)
− Ân1

)
u(t).

Provided that the map A and the exact solution u satisfy suitable regularity as-
sumptions, a Taylor series expansion of fn : [tn, tn+1] → X yields

fn(tn + τ) =
(
τ − h/2

)
f ′n

(
tn1

)
+

(
τ − h/2

)2
∫ 1

0

(1− σ) f ′′n
(
tn1 + σ

(
τ − h/2

))
dσ,

and, moreover, the following identity is valid

An1 − Ân1 = An1En1, An1 =
∫ 1

0

A′
(
σ Un1 + (1− σ)Ûn1

)
dσ,

with A′(v) : V → L(D,X) denoting the Fréchet derivative of A at v ∈ V . Conse-
quently, by integrating accordingly to (5.2) and applying (2.8a), the defects split
up into dn+1 = δn+1 + θn+1 = δ

(0)
n+1 + δ

(1)
n+1 + θn+1 where

δ
(0)
n+1 = h2

(
ψn1 − 1/2ϕn1

)
f ′n

(
tn1

)
= h3An1χn1f

′
n

(
tn1

)
,(5.5a)

δ
(1)
n+1 =

∫ h

0

e(h−τ)An1
(
τ − h/2

)2
∫ 1

0

(1− σ) f ′′n
(
tn1 + σ

(
τ − h/2

))
dσ dτ,(5.5b)

θn+1 = −
∫ h

0

e(h−τ)An1An1En1u(tn + τ)dτ.(5.5c)

As the term θn+1 involves the error of the internal stage, we next derive a suitable
relation for En1. Rewriting again the right-hand side of (1.1)

u′(t) = Anu(t) +Gn(t), Gn(t) =
(
A

(
u(t)

)
−An

)
u(t),

by the variation-of-constants formula, we obtain the representation

(5.6) Ûn1 = eh/2 An ûn +Dn1, Dn1 =
∫ h/2

0

e(h/2−τ)AnGn(tn + τ) dτ,
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and, together with the first formula in (3.1) this implies

(5.7) En1 = eh/2 Anen −Dn1.

Similarly to before, we employ a decomposition of Gn

(5.8) Gn(t) = Fn(t) +
(
Ân −An

)
u(t), Fn(t) =

(
A

(
u(t)

)
− Ân

)
u(t),

and thus obtain from a Taylor series expansion the identity

Fn(tn + τ) = τF ′n(tn) + τ2

∫ 1

0

(1− σ)F ′′n (tn + στ) dσ,

and, on the other hand, the relation

An − Ân = Anen, An =
∫ 1

0

A′
(
σ un + (1− σ)ûn

)
dσ,

follows. Consequently, determining the integral in (5.6) with the help of (2.8a),
yields the splitting Dn1 = ∆n1 + Θn1 = ∆(0)

n1 + ∆(1)
n1 + Θn1 for the defect of the

internal stage where

∆(0)
n1 = h2/4ψnF

′
n(tn),(5.9a)

∆(1)
n1 =

∫ h/2

0

e(h/2−τ̃)An τ̃2

∫ 1

0

(1− σ)F ′′n
(
tn + στ̃

)
dσ dτ̃ ,(5.9b)

Θn1 = −
∫ h/2

0

e(h/2−τ̃)AnAnenu
(
tn + τ̃

)
dτ̃ .(5.9c)

Finally, we expand relation (5.3) by inserting successively formula (5.5c) for the
defect dn+1 = δn+1 + θn+1, formula (5.7), and further (5.9c) for Dn1 = ∆n1 + Θn1.
Altogether, we have the following representation for the global error

en = En−1
0 e0 +

n−1∑
j=0

En−1
j+1

∫ h

0

e(h−τ)Aj1Aj1

×
∫ h/2

0

e(h/2−τ̃)AjAj ej u
(
tj + τ̃

)
dτ̃ u

(
tj + τ̃

)
dτ̃ u(tj + τ) dτ

+
n−1∑
j=0

En−1
j+1

∫ h

0

e(h−τ)Aj1Aj1eh/2 Ajej u(tj + τ) dτ

−
n−1∑
j=0

En−1
j+1 δj+1 −

n−1∑
j=0

En−1
j+1

∫ h

0

e(h−τ)Aj1Aj1∆j1u(tj + τ) dτ,

(5.10)

where the defects δj+1 = δ
(0)
j+1 + δ

(1)
j+1 and ∆j1 = ∆(0)

j1 + ∆(1)
j1 are defined through

the formulas (5.5a)-(5.5b) and (5.9a)-(5.9b).

5.2. Error estimate. We next analyse the error behaviour of the Magnus type
integrator (3.1) for the quasilinear parabolic problem (1.1) and state a convergence
estimate with respect to the norm of the intermediate space Xβ where γ < β < 1.

For the derivation of Theorem 5.1, our main tools are the global representa-
tion (5.10) as well as the stability estimate of Theorem 4.1. In order to obtain
the optimal convergence order, we further make use of a refined stability bound
specified in Lemma 5.2 at the end of this subsection. Regarding the error esti-
mate it is notable that the differentiability of the functions fn and Fn introduced
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in (5.4) and (5.8) is governed by the smoothness of the exact solution u and the
operator family A, that is, the requirement that the first derivatives of fn and Fn

are bounded in Xϑ for a certain ϑ > 0 is satisfied in various applications, see also
Subsection 6.2. We finally note that the restriction β < 1 is senseful in view of
Remark 3.1, however, the statement of Theorem 5.1 remains valid for the limiting
case β = 1.

In the sequel, for maps g : [0, T ] → X and Gj : [tj , tj+1] → X defined for integers
j ≥ 0 we employ the abbreviations∥∥g∥∥

X,∞ = max
0≤t≤tn

∥∥g(t)∥∥
X
,

∥∥G∥∥
X,∞ = max

0≤j≤n−1

∥∥Gj

∥∥
X,∞,

where
∥∥Gj

∥∥
X,∞ = max

{∥∥Gj(t)
∥∥

X
: tj ≤ t ≤ tj+1

}
, see also (2.10).

Theorem 5.1 (Convergence). Suppose that Hypothesis 2.1 is fulfilled for constants
0 < ϑ ≤ γ < 1 and choose γ < β < 1. Assume further that the exact solution
of (1.1) is bounded in X1+ϑ and that A′(v) : V → L(X1+ϑ, Xϑ) is bounded for
every v ∈ V . Besides, we require u : [0, T ] → Xβ to be Lipschitz-continuous with
respect to t. Then, for h > 0 chosen sufficiently small the numerical method (3.1)
applied to the abstract initial value problem (1.1) satisfies the convergence estimate∥∥un − u(tn)

∥∥
Xβ

≤ C‖u0 − u(0)‖Xβ
,

+ Ch2−β+ϑ
((

1 + |log h |
)∥∥f ′∥∥

Xϑ,∞ +
∥∥F ′∥∥

Xϑ,∞

)
+ Ch2

(∥∥f ′′∥∥
X,∞ + h1−β

∥∥F ′′∥∥
X,∞

)
, 0 ≤ tn ≤ T,

provided that the quantities on the right-hand side are well-defined. The constant
C > 0 is independent of n and h.

Proof. We note that the existence of the numerical solution in Xβ is ensured by
Theorem 4.1. Thus, it remains to derive the desired convergence bound. For this
purpose, we consider relation (5.10) for the global error en and estimate it inXβ . On
the one hand, for the error terms involving the initial values and ej , 0 ≤ j ≤ n− 1,
we thus obtain the bound∥∥e(0)n

∥∥
Xβ

≤
∥∥En−1

0

∥∥
Xβ←Xβ

‖e0‖Xβ

+
n−1∑
j=0

∫ h

0

∫ h/2

0

∥∥En−1
j+1 e(h−τ)Aj1

∥∥
Xβ←Xϑ

∥∥Aj1

∥∥
L
(
X1+ϑ,Xϑ

)
←Xγ

×
∥∥e(h/2−τ̃)Aj

∥∥
Xγ←Xϑ

∥∥Aj

∥∥
L
(
X1+ϑ,Xϑ

)
←Xγ

∥∥ej

∥∥
Xβ

×
∥∥u(tj + τ̃

)∥∥
X1+ϑ

∥∥u(tj + τ)
∥∥

X1+ϑ
dτ̃ dτ

+
n−1∑
j=0

∫ h

0

∥∥En−1
j+1 e(h−τ)Aj1

∥∥
Xβ←Xϑ

∥∥Aj1

∥∥
L
(
X1+ϑ,Xϑ

)
←Xγ

×
∥∥eh/2 Aj

∥∥
Xγ←Xβ

∥∥ej

∥∥
Xβ

∥∥u(tj + τ)
∥∥

X1+ϑ
dτ.
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On the other hand, inserting the representation (5.5a) for the defects δ(0)n+1 yields
the following estimate for the remaining terms

∥∥e(1)n

∥∥
Xβ

≤ h3
n−2∑
j=0

∥∥En−1
j+1 Aj1χj1

∥∥
Xβ←Xϑ

∥∥f ′j(tj1)∥∥Xϑ

+ h2
(∥∥ψn−1,1

∥∥
Xβ←Xϑ

+ 1/2
∥∥ϕn−1,1

∥∥
Xβ←Xϑ

)∥∥f ′n−1

(
tn−1,1

)∥∥
Xϑ

+
n−2∑
j=0

∥∥En−1
j+1

∥∥
Xβ←X

∥∥δ(1)j+1

∥∥
X

+
∥∥δ(1)n

∥∥
Xβ

+
n−1∑
j=0

∫ h

0

∥∥En−1
j+1 e(h−τ)Aj1

∥∥
Xβ←Xϑ

∥∥Aj1

∥∥
L
(
X1+ϑ,Xϑ

)
←Xγ

×
∥∥∆j1

∥∥
Xβ

∥∥u(tj + τ)
∥∥

X1+ϑ
dτ.

We next apply the bounds for the analytic semigroup and the related operators,
see (2.6) and (2.8b), as well as the stability bounds of Lemma 5.2. Note further
that for any 0 ≤ µ ≤ 1 the relation

∥∥δ(1)n+1

∥∥
Xµ

≤
∫ h

0

∫ 1

0

∣∣τ − h/2
∣∣2∥∥e(h−τ)An1

∥∥
Xµ←X

×
∥∥f ′′n(

tn1 + σ
(
τ − h/2

))∥∥
X

dσ dτ ≤ Ch3−µ
∥∥f ′′∥∥

X,∞

holds, and that we moreover have

∥∥∆n1

∥∥
Xβ

≤ h2
∥∥ψn

∥∥
Xβ←Xϑ

∥∥F ′n(tn)
∥∥

Xϑ

+
∫ h/2

0

∫ 1

0

τ̃2
∥∥e(h/2−τ̃)An

∥∥
Xβ←X

∥∥F ′′n (
tn + στ̃

)∥∥
X,∞dσ dτ̃

≤ Ch2−β+ϑ
∥∥F ′∥∥

Xϑ,∞ + Ch3−β
∥∥F ′′∥∥

X,∞.

Therefore, under the assumptions of the theorem it follows

∥∥en

∥∥
Xβ

≤
∥∥e(0)n

∥∥
Xβ

+
∥∥e(1)n

∥∥
Xβ

≤ C‖e0‖Xβ
+ Ch

n−1∑
j=0

(tn − tj)−β+ϑ
∥∥ej

∥∥
Xβ

+ C
(
h1+α

(
1 + |log h |

)∥∥f ′∥∥
Xϑ,∞ + h2−β+ϑ

∥∥F ′∥∥
Xϑ,∞

+ h2
∥∥f ′′∥∥

X,∞ + h3−β
∥∥F ′′∥∥

X,∞

)
h

n−2∑
j=0

(tn − tj+1)−β+ϑ

+ Ch2−β+ϑ h
n−2∑
j=0

(tn − tj+1)−1
∥∥f ′∥∥

Xϑ,∞.
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As a consequence, by interpreting the sums as Riemann-sums and estimating them
by the corresponding integrals we get∥∥en

∥∥
Xβ

≤ C‖e0‖Xβ
+ Ch

n−1∑
j=0

(tn − tj)−β+ϑ
∥∥ej

∥∥
Xβ

+ Cmin
{
h1+α, h2−β+ϑ

}(
1 + |log h |

)∥∥f ′∥∥
Xϑ,∞

+ Ch2−β+ϑ
∥∥F ′∥∥

Xϑ,∞ + Ch2
∥∥f ′′∥∥

X,∞ + Ch3−β
∥∥F ′′∥∥

X,∞.

Finally, the application of a Gronwall lemma shows∥∥en

∥∥
Xβ

≤ C‖e0‖Xβ
+ Cmin

{
h1+α, h2−β+ϑ

}(
1 + |log h |

)∥∥f ′∥∥
Xϑ,∞

+ Ch2−β+ϑ
∥∥F ′∥∥

Xϑ,∞ + Ch2
∥∥f ′′∥∥

X,∞ + Ch3−β
∥∥F ′′∥∥

X,∞,
(5.11)

see also the proof of Lemma 4.4.
We note that the exponent α in the bound (5.11) as it is restricted by the

condition 0 < α < β − ζ with γ < ζ < β possibly is close to 0. However, regarding
the numerical experiments of Section 6 it is essential to raise the size of α. For that
purpose, let u denote the exact solution of (1.1) started at the numerical initial
value u0 ∈ Xβ and assume that it is Lipschitz-continuous on Xβ , i.e.∥∥u(tn)− u(tm)

∥∥
Xβ

≤ C(tn − tm).

In particular, this relation holds true if the first derivative u′ is bounded in Xβ .
Consequently, due to the convergence estimate (5.11) which implies that the order
of the numerical scheme in Xβ is at least one, we have∥∥un − um

∥∥
Xβ

≤
∥∥un − u(tn)

∥∥
Xβ

+
∥∥um − u(tm)

∥∥
Xβ

+
∥∥u(tn)− u(tm)

∥∥
Xβ

≤ Ch+ C(tn − tm) ≤ C(tn − tm), 0 ≤ tm ≤ tn ≤ T.

Altogether, these considerations show that we may set α = 1 in (5.11) which proves
the desired result. �

For the proof of the above convergence estimate, the following stability result is
needed. Recall the abbreviation χm1 = χ

(
hAm1

)
.

Lemma 5.2. Assume that Hypothesis 2.1 is valid with ϑ > 0. Then, the discrete
evolution operator En

m defined in (5.1) fulfills the estimates∥∥En
m

∥∥
Xβ←Xβ

+
∥∥(tn+1 − tm)β−ϑEn

m

∥∥
Xβ←Xϑ

≤ C,∥∥En
mAm1χm1

∥∥
Xβ←Xϑ

≤ Ch−1+α
(
1 + |log h |

)
(tn+1 − tm)−β+ϑ

+ Ch−β+ϑ(tn+1 − tm)−1, 0 ≤ tm ≤ tn ≤ T,

with constant C > 0 not depending on n and h.

Proof. The first estimate of Lemma 5.2 is a direct consequence of Lemma 4.4.
For proving the second bound, we correlate the discrete evolution operator with
the analytic semigroup generated by Am1. That is, similarly as in the proof of
Lemma 4.4, we make use of the identity

En
mAm1χm1 = ∆n

mAm1 χm1 +Am1 e(tn+1−tm)Am1 χm1

=
n−1∑

j=m+1

∆n
j+1 Ξ̃jm +

n∑
j=m+1

e(tn+1−tj+1)Am1 Ξ̃jm +Am1 e(tn+1−tm)Am1 χm1,
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where ∆n
m = En

m − e(tn+1−tm)Am1 and

Ξ̃jm =
(
ehAj1 − ehAm1

)
Am1 e(tj−tm)Am1χm1, j > m.

By means of the integral formula of Cauchy, we obtain the relations∥∥Ξ̃jm

∥∥
Xϑ←Xϑ

≤ Ch(tj − tm)−2+α,
∥∥Ξ̃nm

∥∥
Xβ←Xϑ

≤ Ch1−β+ϑ(tn − tm)−2+α.

Consequently, with the help of the estimate∥∥Am1 e(tn+1−tm)Am1χm1

∥∥
Xβ←Xϑ

≤M(tn+1 − tm)−1−β+ϑ,

see also (4.5) and (2.8b), and (4.7) we obtain∥∥En
mAm1χm1

∥∥
Xβ←Xϑ

≤
n−1∑

j=m+1

∥∥∆n
j+1

∥∥
Xβ←Xϑ

∥∥Ξ̃jm

∥∥
Xϑ←Xϑ

+
n−1∑

j=m+1

∥∥e(tn+1−tj+1)Am1
∥∥

Xβ←Xϑ

∥∥Ξ̃jm

∥∥
Xϑ←Xϑ

+
∥∥Ξ̃nm

∥∥
Xβ←Xϑ

+
∥∥Am1 e(tn+1−tm)Am1 χm1

∥∥
Xβ←Xϑ

≤ Ch
n−1∑

j=m+1

(tn+1 − tj+1)−β+ϑ+α(tj − tm)−2+α + C(tn+1 − tm)−1−β+ϑ

≤ Ch−1+α
(
1 + |log h |

)
(tn+1 − tm)−β+ϑ + C(tn+1 − tm)−1−β+ϑ

which yields the specified estimate. �

6. Extension and numerical example

In this section, we discuss a possible extension of the Magnus type integrator (3.1)
to quasilinear equations with an additional inhomogeneity and illustrate the the-
oretical convergence result by a numerical example. Throughout, we employ the
hypotheses and notation introduced in Sections 2-5.

6.1. Extension to inhomogeneous quasilinear problems. The convergence
analysis of the previous Section 5 easily generalises to problems with an additional
inhomogeneous part. In view of our numerical example, we consider an abstract
initial value problem of the form

(6.1) u′(t) = A
(
u(t)

)
u(t) + b(t), 0 < t ≤ T, u(0) given,

involving a time-dependent map b : [0, T ] → X. In this case, the numerical
method (3.1) for the quasilinear parabolic equation (1.1) is modified as follows

(6.2)
Un1 = eh/2 Anun + h/2ϕ

(
h/2An

)
bn, bn = b(tn),

un+1 = ehAn1un + hϕ
(
hAn1

)
bn1, bn1 = b(tn1), n ≥ 0,

see (2.8a). Similar considerations as in Section 5 show that the following conver-
gence result is valid with maps f̃n and F̃n defined by

(6.3) f̃n(t) = fn(t) + b(t)− bn1, F̃n(t) = Fn(t) + b(t)− bn, n ≥ 0,

provided that first and second derivatives of b are bounded in certain intermediate
spaces, see also (5.4) and (5.8).
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Theorem 6.1 (Convergence). Assume that the requirements of Theorem 5.1 are
satisfied. Then, for h > 0 chosen sufficiently small the numerical method (6.2)
applied to the abstract initial value problem (6.1) fulfills the convergence bound∥∥un − u(tn)

∥∥
Xβ

≤ C‖u0 − u(0)‖Xβ

+ Ch2−β+ϑ
((

1 + |log h |
)∥∥f̃ ′∥∥

Xϑ,∞ +
∥∥F̃ ′∥∥

Xϑ,∞

)
+ Ch2

(∥∥f̃ ′′∥∥
X,∞ + h1−β

∥∥F̃ ′′∥∥
X,∞

)
, 0 ≤ tn ≤ T,

with constant C > 0 not depending on n and h.

6.2. Numerical example. The following application illustrates the above conver-
gence result. In order to keep the realisation simple, we restrict ourselves to a
parabolic initial-boundary value problem in one space dimension.

Example 6.2. We consider a one-dimensional initial-boundary value problem for
a function U : [0, 1]2 → R : (x, t) → U(x, t) comprising a quasilinear partial differ-
ential equation with additional inhogoneneous part

(6.4a) ∂tU(x, t) = A
(
U(x, t)

)
U(x, t) +B(x, t), 0 < x ≤ 1, 0 < t ≤ 1,

subject to a homogeneous Dirichlet boundary condition and an initial condition

(6.4b) U(0, t) = 0 = U(1, t), 0 ≤ t ≤ 1, U(x, 0) = U0(x), 0 ≤ x ≤ 1.

For functions v ∈ C1(0, 1) and w ∈ C2(0, 1) the differential operator A is given by

(6.4c) A
(
v(x)

)
w(x) = a

(
x, v(x), ∂xv(x)

)
∂2

xw(x), 0 < x ≤ 1,

with coefficient a : R3 → R satisfying suitable regularity and boundedness assump-
tions. Specifically, for the numerical example we set

(6.4d) a(x, p, q) = 1 + p2 + c q2, c = 0, 1,

and determine the function B and the initial condition U0 such that the exact solu-
tion of (6.4) is given by U(x, t) = e−tx(1−x). Note that U fulfills the homogeneous
Dirichlet boundary condition.

We let
(
u(t)

)
(x) = U(x, t),

(
A(v)w

)
(x) = A

(
v(x)

)
w(x), and

(
b(t)

)
(x) = B(x, t).

With this notation, the initial-boundary value problem (6.4) takes the form of
an initial value problem (6.1) on the Banach space X = Lp(Ω) for 1 < p < ∞
with domain of A(v) given by the function space D = W 2,p(0, 1) ∩ W 1,p

0 (0, 1).
From the previous Example 2.3 we thus conclude that the linear operator family
A : Xγ → L(X1+ϑ, Xϑ) satisfies Hypothesis 2.1 with ϑ = 0 and constant γ restricted
by the condition c/2+(2p)−1 < γ < 1. Furthermore, due to the fact that the domain
of A(v)2 equals

D2 = D
(
A(v)2

)
=

{
w ∈W 4,p(0, 1) ∩W 1,p

0 (0, 1) : ∂2
xw(x)

∣∣
x=0,1

= 0
}

and therefore does not depend on v ∈ V , the same holds true for any intermediate
space D ⊂ X1+ϑ ⊂ D

(
A(v)2

)
. Besides, for A : Xγ → L

(
D2, D

)
is Lipschitz-

continuous with respect to v. As a consequence, Hypothesis 2.1 remains valid for
every 0 ≤ ϑ ≤ 1.

In the present situation, all requirements of Theorem 5.1 are fulfilled. Namely,
the exact solution U(x, t) and the data a(x, p, q) and B(x, t) are sufficiently regular.
Therefore, the maps f̃n and F̃n defined in (6.3) are twice differentiable in X, and,
besides, the Fréchet derivative A′(v) : Xγ → L(X1+ϑ, Xϑ) is bounded. A result
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h\M 50 100 150
2−2 1.8988 1.8987 1.8986
2−3 1.9021 1.9018 1.9017
2−4 1.8965 1.8959 1.8957
2−5 1.9078 1.9067 1.9064
2−6 1.9184 1.9163 1.9159
2−7 1.9291 1.9252 1.9244
2−8 1.9409 1.9333 1.9319
2−9 1.9553 1.9415 1.9388
2−10 1.9728 1.9508 1.9457

h\M 50 100 150
2−2 1.3462 1.3335 1.3293
2−3 1.2770 1.2621 1.2572
2−4 1.2987 1.2760 1.2686
2−5 1.3185 1.2847 1.2738
2−6 1.3480 1.2977 1.2817
2−7 1.3947 1.3181 1.2946
2−8 1.4679 1.3495 1.3141
2−9 1.5817 1.3977 1.3437
2−10 1.7389 1.4730 1.3889

Table 1. Numerically observed temporal convergence order in the
discrete Xβ-norm for c = 0, p = 2, β = (2p)−1 = 1/4 (left), β = 1
(right). Expected values κ1/4 ≈ 2, κ1 ≈ 1 + 1/4, see (6.5b).

in Grisvard [14] which characterises the intermediate spaces X ⊂ Xϑ ⊂ D implies
that any function which is spatially smooth but does not satisfy further boundary
conditions belongs to Xϑ as long as ϑ < (2p)−1, see also the discussion in [11]. That
is, the first derivatives of f̃n and F̃n are bounded in Xϑ for ϑ < (2p)−1. Moreover,
the exact solution of (6.4) lies in the intermediate space X1+ϑ if ϑ < (2p)−1 and
its first time derivative ∂tU(x, t) = −U(x, t) remains bounded in Xβ for arbitrary
0 ≤ β ≤ 1. As a consequence, accordingly to Theorem 5.1, the expected convergence
order with respect to the norm of the Sobolev-space Xβ is

(6.5a) κβ = 2− β + ϑ, c/2 + (2p)−1 < γ < 1, ϑ < (2p)−1,

where γ < β < 1.
For the numerical example, the partial differential equation is discretised in space

by symmetric finite differences of grid length ∆x = (M + 2)−1, and, for the time
integration, we apply the numerical method (6.2) with stepsize h > 0. The numeri-
cal temporal order of convergence measured in the discrete Xβ-norm is determined

h\M 50 100 150
2−2 2.0180 2.0180 2.0180
2−3 2.0465 2.0464 2.0463
2−4 1.9818 1.9813 1.9812
2−5 1.9827 1.9819 1.9817
2−6 1.9859 1.9843 1.9840
2−7 1.9910 1.9880 1.9874
2−8 1.9968 1.9920 1.9909
2−9 2.0001 1.9965 1.9943
2−10 2.0137 2.0012 1.9978

h\M 50 100 150
2−2 1.0854 1.0661 1.0601
2−3 1.0752 1.0492 1.0408
2−4 1.0895 1.0504 1.0375
2−5 1.1184 1.0616 1.0429
2−6 1.1662 1.0831 1.0560
2−7 1.2396 1.1169 1.0775
2−8 1.3500 1.1678 1.1101
2−9 1.5106 1.2439 1.1584
2−10 1.7118 1.3572 1.2302

Table 2. Numerically observed temporal convergence order in the
discrete Xβ-norm for c = 0, p = 100, β = (2p)−1 = 1/200 (left),
β = 1 (right). Expected values κ1/200 ≈ 2, κ1 ≈ 1 + 1/200,
see (6.5b).
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h\M 50 100 150
2−2 1.5985 1.5955 1.5948
2−3 1.4579 1.4533 1.4523
2−4 1.4644 1.4568 1.4550
2−5 1.4922 1.4788 1.4756
2−6 1.5154 1.4920 1.4863
2−7 1.5474 1.5067 1.4968
2−8 1.5963 1.5263 1.5090
2−9 1.6737 1.5560 1.5261
2−10 1.7854 1.6040 1.5528

h\M 50 100 150
2−2 1.2614 1.2482 1.2438
2−3 1.2056 1.1915 1.1868
2−4 1.2529 1.2315 1.2244
2−5 1.2864 1.2546 1.2443
2−6 1.3222 1.2748 1.2599
2−7 1.3712 1.2995 1.2775
2−8 1.4432 1.3326 1.2997
2−9 1.5524 1.3802 1.3301
2−10 1.7069 1.4520 1.3741

Table 3. Numerically observed temporal convergence order in the
discrete Xβ-norm for c = 1, p = 2, β = 1/2 + (2p)−1 = 3/4 (left),
β = 1 (right). Expected values κ3/4 ≈ 1 + 1/2, κ1 ≈ 1 + 1/4,
see (6.5c).

from the numerical and exact solution values. In particular, if the differential opera-
tor involves no first derivative, i.e., c = 0 in (6.4d), for the limiting cases β = (2p)−1

and β = 1 we expect a numerical convergence order of approximately

(6.5b) κ(2p)−1 = 2− (2p)−1 + ϑ ≈ 2, κ1 = 1 + ϑ ≈ 1 + (2p)−1,

see (6.5a). On the other hand, for the case where c = 1 we have

(6.5c) κ1/2+(2p)−1 = 1 + 1/2− (2p)−1 +ϑ ≈ 1 + 1/2, κ1 = 1 +ϑ ≈ 1 + (2p)−1.

The results of the numerical experiment for p = 2 and p = 100 are displayed in
Tables 1-4. The observed numbers are in good agreement with the expected values.
We remark that for the chosen values of M and h the problem becomes non-stiff as
the temporal stepsize h tends to 2−10, wherefore the numerical order approaches
the classical convergence order 2.

h\M 50 100 150
2−2 1.6447 1.6441 1.6440
2−3 1.4681 1.4669 1.4667
2−4 1.4697 1.4677 1.4673
2−5 1.4835 1.4791 1.4784
2−6 1.4858 1.4865 1.4849
2−7 1.5559 1.4946 1.4904
2−8 1.4690 1.4935 1.4951
2−9 1.5942 1.5602 1.4983
2−10 1.7540 1.4754 1.5582

h\M 50 100 150
2−2 0.9801 0.9598 0.9535
2−3 1.0091 0.9838 0.9757
2−4 1.0474 1.0102 0.9979
2−5 1.0875 1.0338 1.0161
2−6 1.1397 1.0613 1.0358
2−7 1.2132 1.0979 1.0609
2−8 1.3199 1.1488 1.0947
2−9 1.4742 1.2222 1.1423
2−10 1.6743 1.3298 1.2109

Table 4. Numerically observed temporal convergence order in the
discrete Xβ-norm for c = 1, p = 100, β = 1/2 + (2p)−1 = 1/2 +
1/200 (left), β = 1 (right). Expected values κ1/2+1/200 ≈ 1 + 1/2,
κ1 ≈ 1 + 1/200, see (6.5c).
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bolic problems: the Hölder case. Math. Comp. 68 (1999) 73-89.
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A FOURTH-ORDER
COMMUTATOR-FREE EXPONENTIAL INTEGRATOR FOR

NON-AUTONOMOUS DIFFERENTIAL EQUATIONS

MECHTHILD THALHAMMER∗

Abstract. In the present work, we study the convergence behaviour of commutator-free expo-
nential integrators for abstract non-autonomous evolution equations

u′(t) = A(t)u(t), 0 < t ≤ T.

In particular, we focus on a fourth-order scheme that relies on the composition of two exponentials
involving the values of the linear operator family A at the Gaussian nodes

u1 = eh(a2A1+a1A2) eh(a1A1+a2A2) u0, ai = 1
4
±
√

3
6

, ci = 1
2
∓
√

3
6

, Ai = A(cih), i = 1, 2.

We prove that the numerical scheme is stable and derive an error estimate with respect to the
norm of the underlying Banach space. The theoretically expected order reduction is illustrated by a
numerical example for a parabolic initial-boundary value problem subject to a homogeneous Dirichlet
boundary condition.

Key words. Exponential integrators, commutator-free methods, non-autonomous differential
equations, parabolic evolution equations, stability, convergence

AMS subject classifications. 65L05, 65M12, 65J10

1. Introduction. In the present paper, we consider a non-autonomous differen-
tial equation involving a time-dependent linear operator A

u′(t) = A(t)u(t), 0 < t ≤ T, u(0) given. (1.1)

Our setting includes parabolic initial-boundary value problems that take the form
(1.1) when written as an abstract initial value problem on a Banach space. The objec-
tive of this work is to analyse the error behaviour of the fourth-order commutator-free
exponential integrator

u1 = eh(a2A1+a1A2) eh(a1A1+a2A2) u0,

ai = 1
4 ±

√
3

6 , ci = 1
2 ∓

√
3

6 , Ai = A(cih), i = 1, 2,
(1.2)

to explain the substantial order reduction for problems of parabolic type. For that pur-
pose, we derive a representation for the defect of (1.2) which remains valid within the
framework of sectorial operators and analytic semigroups. In situations, where A(t)
is a bounded linear operator, the Campbell-Baker-Hausdorff formula is a powerful
tool for the error analysis of (1.2) and higher order schemes, respectively. However,
it is problematic to justify its validity in the context of parabolic evolution equations.
Therefore, in this paper, we follow a different approach based on the variation-of-
constants formula.

Numerical schemes that involve the evaluation of the exponential and related
functions were proposed in the middle of the past century already. For a historical
review, see [24]. At present, a variety of works confirms the renewed interest in such
exponential integrators. As a small selection, we mention the recent works [5, 8,
14, 16, 19, 20] and refer to the references given therein. A reason for these research

∗INSTITUT FÜR MATHEMATIK, UNIVERSITÄT INNSBRUCK, TECHNIKER-
STRASSE 13, 6020 INNSBRUCK, AUSTRIA. MECHTHILD.THALHAMMER@UIBK.AC.AT
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activities are advances in the computation of the product of a matrix exponential
with a vector, see for instance [10, 15, 25]. As a consequence, numerical integrators
based on the Magnus expansion [23] and related method classes [2, 3, 6, 7, 17, 21] are
practicable in the numerical solution of non-autonomous stiff differential equations,
see also [11, 12, 30] and references cited therein.

The excellent error behaviour of interpolatory Magnus integrators for time-depen-
dent Schrödinger equations is explained in Hochbruck and Lubich [14]. There, it
is proven that the exponential midpoint rule applied to ordinary differential equa-
tions (1.1)

u1 = ehA1 u0, A1 = A
(

h
2

)
, (1.3)

is convergent of order 2 without any restriction on the size of h
∥∥A(t)

∥∥. Moreover,
under a mild stepsize restriction, a fourth-order error bound is valid for the Magnus
integrator

u1 = eha1(A1+A2)+h2a2[A2,A1] u0,

a1 = 1
2 , a2 =

√
3

12 , ci = 1
2 ∓

√
3

6 , Ai = A(cih), i = 1, 2,

where [A1, A2

]
= A1A2−A2A1 denotes the matrix commutator. In [11], we considered

the numerical scheme (1.3) in the context of parabolic evolution equations and showed
that the full convergence order 2 is obtained when the error is measured in the norm
of the underlying Banach space, provided that the data and the exact solution of (1.1)
are sufficiently smooth in time.

The purpose of the present work is to investigate the convergence properties of
higher-order methods for linear non-autonomous parabolic problems (1.1). Provided
that the time-dependent sectorial operator A(t) is Hölder-continuous with respect to t,
it is ensured that any linear operator defined through B = αA(ξ1)+(1−α)A(ξ2) with
α, ξ1, ξ2 ∈ R generates an analytic semigroup

(
etB

)
t≥0

, that is, numerical schemes
such as (1.2) remain well-defined for abstract evolution equations (1.1). For that
reason, we focus on commutator-free exponential integrators that rely on the compo-
sition of exponentials involving linear combinations of values of A. We show that the
fourth-order scheme (1.2) is stable, however, unless the operator familiy A fulfills un-
natural requirements, a substantial order reduction is encountered. For instance, for
one-dimensional initial-boundary value problems subject to a homogeneous Dirichlet
boundary condition, the order of convergence with respect to a discrete Lp-norm is
2 + κ where 0 ≤ κ < (2p)−1, in general.

The present work is organised as follows. In Section 2, we first state the funda-
mental hypotheses on the non-autonomous evolution equation (1.1). The considered
commutator-free exponential integration scheme is then introduced in Section 3. The
numerical approximation is based on the composition of two exponentials that in-
volve the values of A at certain nodal points. Sections 4 and 5 are concerned with a
stability and convergence analysis for parabolic problems. In Section 5.1, we derive
an expansion of the numerical solution defect which remains well-defined for abstract
differential equations (1.1) involving an unbounded linear operator A(t), provided
that the data and the exact solution of the problem are sufficiently differentiable
with respect to time. The main result, a convergence estimate for the fourth-order
scheme (1.2) is given in Section 5.2. Important tools for its proof are the stability
bound and the representation of the defect derived before. Section 6 is finally devoted
to a numerical example that illustrates the expected order reduction.

2



2. Parabolic problems. Henceforth, we denote by (X, ‖·‖X) the underlying
Banach space. Our basic requirements on the unbounded linear operator family A
defining the right-hand side of the differential equation in (1.1) are that of [11, 30].
For a detailed treatise of time-dependent evolution equations we refer to [22, 29].
The monographs [13, 27] delve into the theory of sectorial operators and analytic
semigroups.

Hypothesis 1. We assume that the densly defined and closed linear operator
A(t) : D ⊂ X → X is uniformly sectorial for 0 ≤ t ≤ T . Thus, there exist constants
a ∈ R, 0 < φ < π

2 , and M > 0 such that for all 0 ≤ t ≤ T the resolvent of A(t)
satisfies the condition ∥∥∥(

λI −A(t)
)−1

∥∥∥
X←X

≤ M

|λ− a|
(2.1)

for any complex number λ 6∈ Sφ(a) =
{
λ ∈ C : |arg(a− λ)| ≤ φ

}
∪ {a}. The graph

norm of A(t) and the norm in D fulfill the following relation with a constant K > 0

K−1‖x‖D ≤ ‖x‖X +
∥∥A(t)x

∥∥
X
≤ K‖x‖D, x ∈ D, 0 ≤ t ≤ T.

Moreover, it holds A ∈ C ϑ
(
[0, T ], L(D,X)

)
for some 0 < ϑ ≤ 1, i.e., the bound∥∥A(t)−A(s)

∥∥
X←D

≤ L(t− s)ϑ, 0 ≤ s ≤ t ≤ T, (2.2)

is valid with a constant L > 0.
For any 0 ≤ s ≤ T the sectorial operator Ω = A(s) generates an analytic semi-

group
(
etΩ

)
t≥0

on X which is defined by means of the integral formula of Cauchy

etΩ =
1

2πi

∫
Γ

eλ
(
λI − tΩ

)−1 dλ, t > 0, etΩ = I, t = 0. (2.3)

Here, Γ denotes a path that surrounds the spectrum of Ω.
Henceforth, for 0 < µ < 1, we denote by Xµ some intermediate space between

the Banach spaces D = X1 and X = X0 such that the norm in Xµ satisfies the bound
‖x‖Xµ

≤ K‖x‖µ
D‖x‖

1−µ
X with a constant K > 0 for all elements x ∈ D. Examples

for intermediate spaces are real interpolation spaces, see Lunardi [22], or fractional
power spaces, see Henry [13]. Then, for all 0 ≤ µ ≤ ν ≤ 1 and integers k ≥ 0 the
following bound is valid∥∥tν−µ etΩ

∥∥
Xν←Xµ

+
∥∥tk+ν−µ Ωk etΩ

∥∥
Xν←Xµ

≤ M, 0 ≤ t ≤ T, (2.4)

with a constant M > 0. As a consequence, the linear operator ϕm which is given by

ϕm(tΩ) =
1

(m− 1)! tm

∫ t

0

e(t−τ)Ω τm−1dτ, t > 0, ϕm(0) =
1

(m− 1)!
I, (2.5a)

for integers m ≥ 1, remains bounded on Xµ for any 0 ≤ t ≤ T and 0 ≤ µ ≤ 1. In the
subsequent sections, we make use of the identities

etΩ = I + tΩ ϕ1(tΩ), ϕm−1(tΩ) =
1

(m− 1)!
I + tΩ ϕm(tΩ), m ≥ 1. (2.5b)

Furthermore, it is substantial that the relation

ϕm(tΩ)− ϕm(0) = tΩ χ(tΩ) (2.5c)

holds with a linear operator χ(tΩ) that is bounded on Xµ, see [13, 22] and also [11, 30].
3



3. Commutator-free exponential integrator. In this section, we introduce
an integration method for linear non-autonomous parabolic problems (1.1) which
relies on the composition of two exponentials. We note that the considered scheme is
an example of a Crouch-Grossman method [9].

For a constant stepsize h > 0 the associated grid points are denoted by tj = jh
for j ≥ 0. The numerical approximation un+1 ≈ u(tn+1) to the true solution of (1.1)
is given by the recurrence formula

un+1 = eeζhCn eζhBn un, n ≥ 0. (3.1a)

Here, we employ the following abbreviations

Ani = A(tn + cih), i = 1, 2,

Bn = αAn1 + βAn2, Cn = γAn1 + δAn2.
(3.1b)

Throughout, we assume that the nodal points ζ, ζ̃, c1, c2 ∈ R and the coefficients
α, β, γ, δ ∈ R satisfy

0 < ζ < 1, ζ̃ = 1− ζ, 0 ≤ c1 ≤ c2 ≤ 1, α + β = 1, γ + δ = 1. (3.1c)

The following remark shows that relation (3.1a) remains senseful within the analytical
framework of Section 2.

Remark 1. Under the assumptions of Hypothesis 1, the linear operator

αAn1 + (1− α)An2 = An2 + α
(
An1 −An2

)
, α ∈ R,

is sectorial, see also [13, Theorem 1.3.2]. Therefore, the commutator-free exponential
integrator (3.1) is well-defined for abstract evolution equations (1.1).

4. Stability. The stability properties of the commutator-free exponential inte-
grator (3.1) are determined by the behaviour of the evolution operator

n∏
i=m

eeζhCi eζhBi = eeζhCn eζhBn eeζhCn−1 eζhBn−1 · · · eeζhCm eζhBm , (4.1)

where n ≥ m ≥ 0. The following result implies that the numerical solution un remains
bounded for arbitrarily chosen stepsizes h > 0 as long as nh ≤ T .

Theorem 1 (Stability). Under the requirements of Hypothesis 1 on A, the dis-
crete evolution operator (4.1) fulfills the bound∥∥∥ n∏

i=m

eeζhCi eζhBi

∥∥∥
X←X

≤ M, 0 ≤ mh ≤ nh ≤ T,

with a constant M > 0 that does not depend on n and h.
Proof. As in our preceeding works [11, 30], the proof the above stability result

relies on the telescopic identity and the integral formula of Cauchy. In the present
situation, it is useful to compare the discrete evolution operator (4.1) with the linear
operator

n∏
i=m

eeζhAm2 eζhAm2 =
n∏

i=m

ehAm2 = e(tn+1−tm)Am2 ,

4



which satisfies the well-known bound∥∥∥e(tn+1−tm)Am2

∥∥∥
X←X

+
∥∥∥(tn+1 − tm) Am2 e(tn+1−tm)Am2

∥∥∥
X←X

≤ C

for 0 ≤ tm ≤ tn ≤ T . Therefore, it suffices to estimate the difference

∆n
m =

n∏
i=m

eeζhCi eζhBi − e(tn+1−tm)Am2

=
n−1∑
j=m

∆n
j+1

(
eeζhCj eζhBj − ehAm2

)
e(tj−tm)Aj2

+
n∑

j=m

e(tn−tj)Aj2

(
eeζhCj eζhBj − ehAm2

)
e(tj−tm)Aj2 .

For this purpose, it is notable that the following relation holds true

eeζhCj eζhBj − ehAm2 =
(
eeζhCj − eeζhAm2

)
eζhBj + eeζhAm2

(
eζhBj − eζhAm2

)
.

By means of the integral formula of Cauchy, the resolvent identity

(λI − Ω1)−1 − (λI − Ω2)−1 = (λI − Ω1)−1(Ω1 − Ω2)(λI − Ω2)−1,

and the relations given in (3.1), we receive(
eeζhCj eζhBj − ehAm2

)
e(tj−tm)Aj2

=
ζ̃h

2πi

∫
Γ

eλ (λ− ζ̃hCj)−1
(
γ(Aj1 −Aj2) + Aj2 −Am2

)
× (λ− ζ̃hAm2)−1 eζhBj e(tj−tm)Aj2 dλ

+
ζh

2πi

∫
Γ

eλ eeζhAm2 (λ− ζhBj)−1
(
α(Aj1 −Aj2) + Aj2 −Am2

)
× (λ− ζhAm2)−1 e(tj−tm)Aj2 dλ.

With the help of the resolvent bound (2.1), the Hölder estimate (2.2) for A, and (2.4)
it thus follows∥∥∥(

eeζhCj eζhBj − ehAm2

)
e(tj−tm)Aj2

∥∥∥
X←X

≤ Mhϑ, j = m,∥∥∥(
eeζhCj eζhBj − ehAm2

)
e(tj−tm)Aj2

∥∥∥
X←X

≤ Mh(tj − tm)−1+ϑ, j > m.

Consequently, a further application of (2.4) together with a Gronwall-type inequality
with a weakly singular kernel, see also [4, 26], yields the desired stability bound.

5. Convergence. In this section, we analyse the convergence behaviour of the
considered commutator-free exponential integrator for parabolic problems (1.1). As
a first step, we next derive a useful relation for the defect of (3.1) by means of a
suitable linearisation of the differential equation and an application of the variation-
of-constants formula. Similar techniques have been used in the study of exponential
splitting methods, see [1, 18, 28] and references therein. The following considerations
also explain the definition of the numerical method.
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5.1. Expansion of the defect. Replacing in (3.1) the numerical by the exact
solution values defines the defect of the method

u(tn+1) = eeζhCn eζhBn u(tn) + dn+1, n ≥ 0. (5.1)

Our basic approach is to consider the initial value problem (1.1) on the subinter-
val [tn, tn+1] and to derive an analogous relation to (3.1a) for the exact solution
values. For that purpose, we set

Gn(t) =
(
A(t)−Bn

)
u(t), Hn(t) =

(
A(t)− Cn

)
u(t). (5.2)

On the one hand, rewriting the right-hand side of the differential equation in (1.1)
as u′(t) = Bnu(t) + Gn(t) and applying the variation-of-constants formula, see [22],
yields the following relation for the solution value at time tn + ζh

u(tn + ζh) = eζhBn u(tn) +
∫ ζh

0

e(ζh−τ)Bn Gn(tn + τ) dτ.

On the other hand, by linearising (1.1) around Cn and inserting the above represen-
tation for u(tn + ζh), we further obtain

u(tn+1) = eeζhCn eζhBn u(tn) + eeζhCn

∫ ζh

0

e(ζh−τ)Bn Gn(tn + τ) dτ

+
∫

eζh

0

e(eζh−τ)Cn Hn(tn + ζh + τ) dτ.

Consequently, the defect of the numerical method (3.1) equals

dn+1 = eeζhCn

∫ ζh

0

e(ζh−τ)Bn Gn(tn +τ) dτ +
∫

eζh

0

e(eζh−τ)Cn Hn(tn +ζh+τ) dτ. (5.3)

In order to derive a suitable expansion of dn+1, it is useful to introduce some additional
notation.

The time-derivatives of the linear operator A and the exact solution u of (1.1) at
time tn are denoted by

A(i)
n = A(i)(tn), i ≥ 0, û(j)

n = u(j)(tn), j ≥ 0. (5.4a)

For the coefficients of the numerical scheme, we define

µi = αci
1 + βci

2, νi = γci
1 + δci

2, i = 1, 2, 3, (5.4b)

see (3.1). We note that for a sufficiently differentiable function f : [tn, tn+1] → X a
Taylor series expansion yields

f(tn + τ) =
m∑

i=0

τ i

i!
f (i)

n + R
(
τm+1, f (m+1)

)
, 0 ≤ τ ≤ h,

R
(
τm+1, f (m+1)

)
=

1
m!

τm+1

∫ 1

0

(1− σ)mf (m+1)(tn + στ) dσ,

(5.5)

where f
(i)
n = f (i)(tn). Thus, provided that the quantity∥∥f (m+1)

∥∥
X,∞ = max

tn≤t≤tn+1

∥∥f (m+1)(t)
∥∥

X

6



is well-defined, the remainder fulfills∥∥R
(
τm+1, f (m+1)

)∥∥
X
≤ Mhm+1

∥∥f (m+1)
∥∥

X,∞, 0 ≤ τ ≤ h,

with some constant M > 0. Terms that satisfy an estimate of this form are hence-
forth denoted by R

(
hm+1, f (m+1)

)
. In particular, the abbrevitation R

(
hk, A(i) u(j)

)
signifies that the bound∥∥R

(
hk, A(i) u(j)

)∥∥
X
≤ Mhk max

tn≤s,t≤tn+1

∥∥A(i)(s)u(j)(t)
∥∥

X,∞

holds true.
Provided that the involved derivatives of A and u are well-defined, the following

representation is valid for the defect dn+1 given by (5.1). We recall formula (2.5a) for
the linear operator ϕm.

Lemma 1. The numerical solution defect of (3.1) fulfills the relation

dn+1 =
∑

(i,j)∈J

hi+j+1 Φij A(i)
n û(j)

n + R
(
h5, A(4)u

)
+ R

(
h5, A′′′u′

)
+ R

(
h5, A′′u′′

)
+ R

(
h5, A′u′′′

)
,

where Φij = Φij(hBn, hCn) is defined through

Φij =
1

i!j!

{
ζj+1eeζhCn

(
(i + j)! ζiϕi+j+1(ζhBn)− j!µiϕj+1(ζhBn)

)
+

i+j∑
`=j+1

`!
(
i+j

`

)
ζi+j−`ζ̃`+1ϕ`+1(ζ̃hCn)

+
j∑

`=0

`! ζj−`ζ̃`+1
((

i+j
`

)
ζi − νi

(
j
`

))
ϕ`+1(ζ̃hCn)

}
and J =

{
(1, 0), (2, 0), (1, 1), (3, 0), (2, 1), (1, 2)

}
.

Proof. We first derive a useful relation for the maps Gn and Hn defined in (5.2).
With the help of (5.5), by combining the expansions

A(tn + τ)−Bn =
3∑

i=0

1
i!

(
τ i − µih

i
)
A(i)

n + R
(
h4, A(4)

)
,

u(tn + τ) =
2∑

j=0

1
j!

τ j û(j)
n + R

(
τ3, u(3)

)
,

we receive the following representation

Gn(tn + τ) =
∑

(i,j)∈J

1
i!j!

(
τ i − µih

i
)
τ jA(i)

n û(j)
n + R

(
h4

)
,

R
(
h4

)
= R

(
h4, A(4)u

)
+ R

(
h4, A′′′u′

)
+ R

(
h4, A′′u′′

)
+ R

(
h4, A′u′′′

)
,

(5.6a)

see also (3.1b)-(3.1c) and (5.4). Similarly, it follows

Hn(tn + ζh + τ) =
∑

(i,j)∈J

1
i!j!

(
(ζh + τ)i − νih

i
)
(ζh + τ)jA(i)

n û(j)
n + R

(
h4

)
. (5.6b)
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We next insert the above expansions (5.6) into (5.3) and express the resulting integrals
by means of (2.5a). Altogether, this yields the given result.

In the situation of Section 2, a reasonable smoothness assumption on (1.1) is
that the linear operator A and the exact solution u are sufficiently differentiable with
respect to the variable t. Precisely, we suppose A(4)(t) and u(4)(t) to be bounded in
the underlying Banach space X for all 0 ≤ t ≤ T . The following remark states that
then the expansion of Lemma 1 is well-defined. However, unless the exact solution
satisfies additional (unnatural) requirements such as A′(t)u(t) ∈ D for 0 ≤ t ≤ T , in
general, it is not possible to further expand the defect.

Remark 2. Provided that u′(t) ∈ X it follows from the differential equation
in (1.1) that A(t)u(t) ∈ X and therefore u(t) ∈ D for 0 ≤ t ≤ T . Differentiating (1.1)
with respect to the variable t implies A(t)u′(t) = u′′(t) − A′(t)u(t) ∈ X, and, as a
consequence, u′(t) ∈ D for any 0 ≤ t ≤ T . Similarly, it follows u(j−1)(t) ∈ D if
u(j)(t) ∈ X for 0 ≤ t ≤ T and j = 3, 4. Thus, under the regularity requirements
A ∈ C 4

(
[0, T ], L(D,X)

)
and u ∈ C 4

(
[0, T ], X

)
, the representation of the defect given

in Lemma 1 is well-defined.

5.2. Error estimate. With the help of the stability estimate and the expansion
of the defect given in Sections 4 and 5.1, we are able to prove the following convergence
result.

Theorem 2 (Convergence). Assume that the requirements of Hypothesis 1 are
fulfilled and that further A ∈ C 4

(
[0, T ], L(D,X)

)
and u ∈ C 4

(
[0, T ], X

)
. Then,

provided that A(i)(t) u(j)(t) belongs to the intermediate space Xκ with 0 ≤ κ < 1
for 0 ≤ t ≤ T and (i, j) ∈

{
(1, 0), (2, 0), (1, 1)

}
, the fourth-order commutator-free

exponential integrator (1.2) satisfies the error estimate

‖un − u(tn)‖X ≤ C
(∥∥u0 − u(0)

∥∥
X

+ h2+κ
(
1 + |log h|

))
, 0 ≤ tn ≤ T,

with some constant C > 0 independent of n and h.
Proof. In order to obtain a suitable relation for the global error en = un−u(tn),

we first resolve the recurrence formula (3.1a) for the numerical approximation

un =
n−1∏
i=0

eeζhCi eζhBi u0, n ≥ 0.

Furthermore, by using (5.1), we receive en = e
(1)
n + e

(2)
n with

e(1)
n =

n−1∏
i=0

eeζhCi eζhBi
(
u0 − u(0)

)
, e(2)

n = −
n−1∑
j=0

n−1∏
i=j+1

eeζhCi eζhBi dj+1. (5.7)

We next estimate the terms in (5.7) with respect to the norm of the underlying
Banach space X. An application of Theorem 1 shows that the first term is bounded
by a constant times the error of the initial value

∥∥e(1)
n

∥∥
X
≤

∥∥∥ n−1∏
i=0

eeζhCi eζhBi

∥∥∥
X←X

‖u0 − u(0)‖X ≤ C‖u0 − u(0)‖X .

For estimating the second term e
(2)
n , we employ the representation of the defect given

in Lemma 1. Making use of the fact that the sums involving the remainder and the
8



terms where i + j ≥ 3 are bounded by constant times h3, we receive

∥∥e(2)
n

∥∥
X
≤ h2

n−1∑
j=0

∥∥∥ n−1∏
i=j+1

eeζhCi eζhBi Φ10(hBj , hCj)
∥∥∥

X←Xκ

∥∥A′j ûj

∥∥
Xκ

+ h3
n−1∑
j=0

∥∥∥ n−1∏
i=j+1

eeζhCi eζhBi Φ20(hBj , hCj)
∥∥∥

X←Xκ

∥∥A′′j ûj

∥∥
Xκ

+ h3
n−1∑
j=0

∥∥∥ n−1∏
i=j+1

eeζhCi eζhBi Φ11(hBj , hCj)
∥∥∥

X←Xκ

∥∥A′j û
′
j

∥∥
Xκ

+ Ch3.

(5.8)

We note that the coefficients of the fourth-order scheme (1.2) satisfy the conditions

Φ20(0, 0) = 1
2

{
ζ
(

1
3 ζ2 − µ2

)
+ ζ̃

(
1
3 ζ̃2 + ζζ̃ + ζ2 − ν2

)}
= 0,

Φ11(0, 0) = ζ2
(

1
3 ζ − 1

2 µ1

)
+ ζ̃

(
1
3 ζ̃2 + 1

2 ζ̃(2ζ − ν1) + ζ(ζ − ν1)
)

= 0.
(5.9a)

Therefore, similar arguments as in the proof of Theorem 1 show the refined bounds∥∥∥ n−1∏
i=j+1

eeζhCi eζhBi Φ20(hBj , hCj)
∥∥∥

X←Xκ

≤ Mh(tn − tj)−1+κ,

∥∥∥ n−1∏
i=j+1

eeζhCi eζhBi Φ11(hBj , hCj)
∥∥∥

X←Xκ

≤ Mh(tn − tj)−1+κ,

see also (2.4) and (2.5c). In relation (5.8), it remains to estimate the sum involv-
ing Φ10. For that purpose, we apply (2.5b) together with suitable Taylor expansions
of Bj and Cj . Moreover, the coefficients of (1.2) fulfill

Φ10(0, 0) = ζ
(

1
2 ζ − µ1

)
+ 1

2 ζ̃2 + ζ̃(ζ − ν1) = 0,

Ψ10(0, 0) = ζ2
(

1
6 ζ − 1

2 µ1

)
+ ζ̃

(
1
6 ζ̃2 + 1

2 ζ̃(ζ − ν1) + ζ
(

1
2 ζ − µ1

))
= 0.

(5.9b)

As a consequence, we finally obtain the refined estimate∥∥∥ n−1∏
i=j+1

eeζhCi eζhBi Φ10(hBj , hCj)
∥∥∥

X←Xκ

≤ Mh1+κ
(
1 + |log h|+ (tn+1 − tm)−1

)
.

Altogether, this implies

∥∥e(2)
n

∥∥
X
≤ Ch3+κ

n−1∑
j=0

(
1 + |log h|+ (tn − tj)−1

)
+ Ch4

n−1∑
j=0

(tn − tj)−1+κ + Ch3 ≤ Ch2+κ
(
1 + |log h|

)
which proves the given error estimate.

Remark 3. Going over the proof of Theorem 2 shows that the essential conditions
for a fractional convergence order of 2 + κ are (5.9). We note that the conditions for

9



Stepsize h 1/2 1/4 1/8 1/16 1/32
Method 1 (M = 50) 2.0076 1.9632 1.9597 1.9699 1.9822
Method 1 (M = 100) 2.0075 1.9631 1.9595 1.9696 1.9818
Method 2 (M = 50) 1.0924 1.9634 2.2295 2.3162 2.4248
Method 2 (M = 100) 1.0949 1.9604 2.2267 2.3153 2.4181
Method 3 (M = 50) 2.2597 2.1983 2.3386 2.4337 2.4999
Method 3 (M = 100) 2.2591 2.1960 2.3348 2.4227 2.4782
Method 4 (M = 50) 3.3250 3.5115 3.3419 3.0490 2.8486
Method 4 (M = 100) 3.0426 3.4011 3.4838 3.2384 2.9488

Table 6.1
Numerical temporal convergence orders

in a discrete L1-norm for spatial discretisations of grid length ∆x = (M + 1)−1.

a classical convergence order 3 are equivalent to the relations in (5.9). However,
it is not possible to construct a commutator-free exponential integrator of classical
order 3 that is based on the evaluation of one exponential only, that is, the validity
of relation (5.9) implies 0 < ζ < 1 in (3.1).

6. Numerical example. In this section, we illustrate the error estimate of The-
orem 2 by a numerical example for a parabolic initial-boundary value problem subject
to a homogeneous Dirichlet boundary condition. We start with a brief discussion of
the considered time integration schemes. For notational simplicity, we only give the
first step and denote Ai = A(cih).

Method 1. For parabolic problems (1.1), it follows from the error estimate given
in our previous work [11] that the exponential midpoint rule

u1 = ehA1 u0, c1 = 1
2 ,

is convergent of order 2 with respect to the norm of the underlying Banach space.
Method 2. The commutator-free exponential integration scheme

u1 = e(1−ζ)h(a1A1+(1−a1)A2) eζhA1 u0,

ζ =
√

3
3 , a1 = 1

4 −
√

3
4 , ci = 1

2 ∓
√

3
6 , i = 1, 2,

has a classical convergence order 3.
Method 3. The numerical method

u1 = eh(a2A1+a1A2) eh(a1A1+a2A2) u0, ai = 1
4 ±

√
3

6 , ci = 1
2 ∓

√
3

6 , i = 1, 2,

is the unique scheme of the form (3.1) that satisfies the conditions for a classical
convergence order 4, see also (1.2).

In the numerical example, as an illustration, the fourth-order commutator-free
exponential integrator given before is compared with a fourth-order interpolatory
Magnus integrator. To explain the stability and error behaviour of this method for
parabolic problems is beyond the purpose of the present work.

Method 4. The fourth-order interpolatory Magnus integrator

u1 = eha1(A1+A2)+h2a2[A2,A1] u0, a1 = 1
2 , a2 =

√
3

12 ,

requires the evaluation of the linear operator
[
A2, A1

]
= A2A1 −A1A2.
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Stepsize h 1/2 1/4 1/8 1/16 1/32
Method 1 (M = 50) 2.0120 1.9740 1.9723 1.9786 1.9879
Method 1 (M = 100) 2.0120 1.9739 1.9722 1.9785 1.9878
Method 2 (M = 50) 1.1979 1.9223 2.0992 2.1336 2.1732
Method 2 (M = 100) 1.1985 1.9208 2.0977 2.1303 2.1666
Method 3 (M = 50) 2.0197 2.0409 2.1271 2.1917 2.2331
Method 3 (M = 100) 2.0194 2.0397 2.1244 2.1859 2.2210
Method 4 (M = 50) 3.3204 3.5217 2.9654 2.4024 2.3609
Method 4 (M = 100) 3.0341 3.4204 3.3656 2.6010 2.3197

Table 6.2
Numerical temporal convergence orders

in a discrete L2-norm for spatial discretisations of grid length ∆x = (M + 1)−1.

We consider a one-dimensional initial-boundary value problem for a real-valued
function U : [0, 1] × [0, T ] → R : (x, t) 7→ U(x, t) comprising the partial differential
equation

∂tU(x, t) = A (x, t)U(x, t), 0 < x < 1, 0 < t ≤ T, (6.1a)

subject to a homogeneous Dirichlet boundary condition and an initial condition

U(0, t) = 0 = U(1, t), 0 ≤ t ≤ T, U(x, 0) = U0(x), 0 ≤ x ≤ 1. (6.1b)

The differential equation involves a second-order differential operator

A (x, t) = α(x, t) ∂2
x + β(x, t) ∂x + γ(x, t) (6.1c)

which we assume to satisfy the condition of strong ellipticity. We further suppose
that the space and time-dependent coefficients α, β and γ fulfill suitable regularity
and boundedness requirements. For v ∈ C∞0 (0, 1) we define u(t) and A(t) through(
u(t)

)
(x) = U(x, t) and

(
A(t)v

)
(x) = A (x, t)v(x). Then, problem (6.1) can be cast

into the abstract framework of Section 2 for

X = Lp(0, 1), D = W p,2(0, 1) ∩W p,1
0 (0, 1), 1 < p < ∞,

see [11] and references therein. In view of the numerical experiment, we choose

α(x, t) = ex−t, β(x, t) = xt, γ(x, t) = x2
(
1 + et

)
.

The admissible values of κ in Theorem 2 are 0 ≤ κ < (2p)−1. Thus, the expected
fractional convergence order in X = Lp(0, 1) is 2 + κ where κ < (2p)−1.

In the numerical experiment, we discretise the problem in space by symmetric
finite differences of grid length ∆x = (M + 1)−1. In time, we apply the exponential
integrators given above with stepsize h = 2−i for 1 ≤ i ≤ 5 and integrate the problem
up to time T = 1. A reference solution is determined for a temporal stepsize h = 2−10.
The numerical temporal order of convergence with respect to a discrete Lp-norm is
determined in a standard way from the numerical solution values. The obtained num-
bers for p = 2 and the limiting cases p = 1 and p = ∞ are displayed in Tables 6.1-6.3.
The convergence order 2 for the exponential midpoint rule (Method 1) is explained by
a convergence result proven in [11]. For the commutator-free exponential integrators
of classical order 3 (Method 2) and classical order 4 (Method 3), respectively, the
values of approximately 2 + (2p)−1 are in accordance with the convergence orders
predicted by Theorem 2.
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Stepsize h 1/2 1/4 1/8 1/16 1/32
Method 1 (M = 50) 2.0250 2.0065 2.0208 2.0226 2.0149
Method 1 (M = 100) 2.0250 2.0063 2.0207 2.0222 2.0129
Method 2 (M = 50) 1.2328 1.7318 1.8169 1.8604 1.9092
Method 2 (M = 100) 1.2341 1.7313 1.8135 1.8559 1.9072
Method 3 (M = 50) 1.7384 1.8369 1.9113 1.9649 1.9851
Method 3 (M = 100) 1.7391 1.8347 1.9103 1.9604 1.9736
Method 4 (M = 50) 3.3042 3.0169 1.9200 2.0864 2.1880
Method 4 (M = 100) 3.0257 3.4434 2.0132 1.9839 2.0752

Table 6.3
Numerical temporal convergence orders

in a discrete L∞-norm for spatial discretisations of grid length ∆x = (M + 1)−1.

7. Conclusions. In the present work, we studied the convergence properties
of a commutator-free exponential integrator that relies on the composition of two
exponentials for parabolic initial value problems of the form (1.1). In particular, we
focused on the fourth-order scheme (1.2) which is based on the Gaussian nodes. We
showed that the exponential integration scheme remains stable for arbitrarily large
stepsizes. But, it is seen from the theoretical investigations and as well in a numerical
experiment that a substantial order reduction occurs, in general. For instance, for one-
dimensional parabolic initial-boundary value problems under a homogeneous Dirichlet
boundary condition a fractional convergence order of at most 2 + (2p)−1 can be
expected in the norm of the function space Lp. The order reduction is explained
by the fact that even if the exact solution of the initial-boundary value problem
belongs to the domain of the differential operator and further is temporally smooth,
it in general does not fulfill additional boundary conditions, that is, combinations of
the form A(s)A(t)u(t) are not well-defined for all 0 ≤ s, t ≤ T .

For that reason, concerning the derivation of high-order exponential integrators
for non-autonomous parabolic problems, it seems more promising to employ a suit-
able linearisation and to base the numerical schemes on explicit exponential meth-
ods of Runge–Kutta or multistep type. Also, the error analysis for non-autonomous
parabolic equations is of theoretical value as it gives insight how to construct and
study numerical methods for quasilinear equations which are of particular interest in
view of practical applications. For example, quasilinear parabolic problems are used
in the modelling of diffusion processes with state-dependent diffusitivity and arise in
the study of fluids in porous media, see [12]. It is intended to investigate this approach
in a future work.
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[11] C. González, A. Ostermann, and M. Thalhammer, A second-order Magnus integrator for
non-autonomous parabolic problems (2004). To appear in J. Comp. Appl. Math.
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Abstract.

In this paper, we consider a class of explicit exponential integrators that includes as
special cases the explicit exponential Runge–Kutta and exponential Adams–Bashforth
methods. The additional freedom in the choice of the numerical schemes allows, in an
easy manner, the construction of methods of arbitrarily high order with good stability
properties.

We provide a convergence analysis for abstract evolution equations in Banach spaces
including semilinear parabolic initial-boundary value problems and spatial discretiza-
tions thereof. From this analysis, we deduce order conditions which in turn form the
basis for the construction of new schemes. Our convergence results are illustrated by
numerical examples.

AMS subject classification (2000): 65L05, 65L06, 65M12, 65J10
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1 Introduction

In the past few years, exponential time-integrators for semilinear problems

(1.1) y′(t) = Ly(t) +N
(
t, y(t)

)
, 0 ≤ t ≤ T, y(0) given,

have attracted a lot of interest. They are particularly appealing in situations
where this differential equation comes from the spatial discretization of a partial
differential equation. Exponential integrators were for the first time considered
in the sixties and seventies of the last century. For a historical survey, we refer
to Minchev and Wright [15].

For exponential Runge–Kutta methods, a convergence analysis for parabolic
problems has recently been given by Hochbruck and Ostermann [10, 11]. The
stage order for explicit schemes, however, is one at most. For that reason,

∗Submitted version, August 2005. Revised version, February 2006.
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the construction of high-order methods is rather complicated, due to the large
number of additional conditions required for stiff problems. On the other hand,
the convergence of exponential Adams-type methods has been studied in Calvo
and Palencia [5]. This class easily enables the construction of high-order schemes,
although the resulting methods are only weakly stable in the sense that all
parasitic roots for y′ = 0 lie on the unit circle.

In the present paper, we are considering a class of explicit exponential inte-
grators that combines the benefits of exponential Runge–Kutta and exponential
Adams–Bashforth methods. There, it is possible to achieve high stage order
which facilitates the construction of high-order methods with favorable stability
properties for stiff problems. In addition, all methods included in our class are
zero-stable with parasitic roots equal to zero.

An outline of the paper is as follows: In Section 2, we introduce a class
of explicit exponential general linear methods based on the Adams–Bashforth
schemes and further give the stage order and quadrature order conditions. These
conditions form the basis for the construction of schemes of arbitrarily high or-
der for stiff problems. In Section 3, we state our hypotheses on the problem
class (1.1) employing the theory of sectorial operators in Banach spaces. In
particular, parabolic initial-boundary value problems are included in our frame-
work. The core of Section 3 is devoted to convergence estimates. Our main
result is Theorem 3.4 proving that, for sufficiently smooth solutions of (1.1), the
order of convergence is essentially min{P,Q + 1}. Here, P and Q denote the
quadrature order and the stage order of the method, respectively. In Section 4,
we exploit the order conditions in a systematic way to construct new schemes.
In particular, we show that the class of two-stage methods of order p involving
p− 1 steps is uniquely determined up to a free parameter. Moreover, we derive
a three-stage two-step method of order 4. The favorable convergence properties
of our methods are illustrated in Section 5. In Section 6, we finally indicate how
the convergence analysis given extends to exponential integrators with variable
stepsizes.

The functions introduced below are commonly associated with exponential
time differencing methods where the method coefficients are (linear) combina-
tions of these functions. As we will see in Section 4, they also naturally arise in
the construction of exponential general linear methods.

1.1 Exponential and related functions

For integers j ≥ 0 and complex numbers z ∈ C, we define ϕj(z) through

(1.2a) ϕj(z) =
∫ 1

0

e(1−τ)z τ j−1

(j − 1)!
dτ, j ≥ 1, ϕ0(z) = ez.

Consequently, the recurrence relation

(1.2b) ϕj(z) =
1
j!

+ z ϕj+1(z), z ∈ C, j ≥ 0,

is valid.
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The following result provides an expansion of the solution of a linear differential
equation which is needed in the convergence analysis of Section 3.3.

Lemma 1.1. The exact solution of the initial value problem

y′(t) = Ly(t) + f(t), t ≥ tn, y(tn) given,

has the following representation

y(tn + τ) = eτL y(tn) +
m−1∑
`=0

τ `+1ϕ`+1(τL) f (`)(tn) +Rn(m, τ),

Rn(m, τ) =
∫ τ

0

e(τ−σ)L

∫ σ

0

(σ − ξ)m−1

(m− 1)!
f (m)(tn + ξ) dξ dσ, τ ≥ 0,

provided that the function f is sufficiently many times differentiable.
Proof. Substituting the Taylor series expansion of f

(1.3)
f(tn + σ) =

m−1∑
`=0

σ`

`!
f (`)(tn) + Sn(m,σ),

Sn(m,σ) =
∫ σ

0

(σ − ξ)m−1

(m− 1)!
f (m)(tn + ξ) dξ,

into the variation-of-constants formula

(1.4) y(tn + τ) = eτL y(tn) +
∫ τ

0

e(τ−σ)L f(tn + σ) dσ, τ ≥ 0,

and applying the definition (1.2a) of the ϕ-functions yields the desired result.

2 Exponential general linear methods

In this paper, we study a class of explicit exponential general linear methods
that in particular contains the exponential Runge–Kutta methods and the ex-
ponential Adams-type methods considered recently in the literature, see [3, 6,
11, 12, 13] and further [5]. As will be seen from the theoretical results and the
illustrations that follow in Sections 3-5, the extra freedom in the choice of the
numerical method allows the construction of high-order schemes that possess
favorable stability properties and exhibit no order reduction when applied to
parabolic problems.

2.1 Method class

We study explicit exponential general linear methods for the autonomous prob-
lem

(2.1) y′(t) = Ly(t) +N
(
y(t)

)
, 0 ≤ t ≤ T, y(0) given.
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For given starting values y0, y1, . . . , yq−1, the numerical approximation yn+1 at
time tn+1, n ≥ q − 1, is given by the recurrence formula

(2.2a) yn+1 = ehL yn + h
s∑

i=1

Bi(hL)N(Yni) + h

q−1∑
k=1

Vk(hL)N(yn−k).

The internal stages Yni, 1 ≤ i ≤ s, are defined through

(2.2b) Yni = ecihL yn + h

i−1∑
j=1

Aij(hL)N(Ynj) + h

q−1∑
k=1

Uik(hL)N(yn−k).

The method coefficient functions Aij(hL), Uik(hL), Bi(hL), and Vk(hL) are lin-
ear combinations of the exponential and related ϕ-functions, see Section 1.1. The
numerical scheme extends in an obvious way to non-autonomous problems (1.1)
by replacing N(Yni) with N(tn + cih, Yni) and N(yn−k) with N(tn−k, yn−k),
respectively.

The preservation of equilibria of (2.1) is guaranteed under the following con-
ditions

(2.3)

s∑
i=1

Bi(hL) +
q−1∑
k=1

Vk(hL) = ϕ1(hL),

i−1∑
j=1

Aij(hL) +
q−1∑
k=1

Uik(hL) = ci ϕ1(cihL), 1 ≤ i ≤ s.

Moreover, these conditions also ensure the equivalence of our numerical methods
for autonomous and non-autonomous problems. Throughout the paper, we tac-
itly assume (2.3) to be satisfied. We further suppose U1k(hL) = 0 which implies
c1 = 0 and thus Yn1 = yn.

c2 A21(hL) U21(hL) . . . U2,q−1(hL)
...

...
. . .

...
...

cs As1(hL) . . . As,s−1(hL) Us1(hL) . . . Us,q−1(hL)

B1(hL) . . . Bs−1(hL) Bs(hL) V1(hL) . . . Vq−1(hL)

Table 2.1: The exponential general linear method (2.2) in tableau form.

The explicit exponential Runge–Kutta methods considered in Hochbruck and
Ostermann [11], see also [6, 7, 12, 13, 19], are contained in our method class (2.2)
when setting q = 1. The exponential Adams–Bashforth methods [3, 6, 16, 20]
result from (2.2) for the special case of a single stage s = 1.

2.2 Order conditions

For deriving the order conditions for the method class (2.2), we assume the data
in (2.1) to be sufficiently regular. In particular, we require that the nonlinearity
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evaluated at the exact solution f(t) = N
(
y(t)

)
is sufficiently often differentiable

with respect to t for 0 < t < T .
Substituting the exact solution values

(2.4) ŷn = y(tn), Ŷni = y(tn + cih), 1 ≤ i ≤ s, n ≥ 0,

into the numerical scheme (2.2) defines the defects of the internal stages

Dni = Ŷni − ecihL ŷn − h
i−1∑
j=1

Aij(hL) f(tn + cjh)

− h

q−1∑
k=1

Uik(hL) f(tn−k), 1 ≤ i ≤ s,

(2.5a)

and the defect of the numerical solution

dn+1 = ŷn+1 − ehL ŷn − h
s∑

i=1

Bi(hL) f(tn + cih)

− h

q−1∑
k=1

Vk(hL) f(tn−k), n ≥ q − 1.

(2.5b)

We next make use of the representation for the exact solution values given in
Lemma 1.1 and further expand the nonlinear term in a Taylor series, see (1.3).
This leads to the following expansions for the defects of the internal stages

(2.6a)

Dni =
Q∑

`=1

h` Θ`i(hL) f (`−1)(tn) +R
(Q)
ni ,

Θ`i(hL) = c`i ϕ`(cihL)−
i−1∑
j=1

c`−1
j

(`− 1)!
Aij(hL)−

q−1∑
k=1

(−k)`−1

(`− 1)!
Uik(hL).

Likewise, the numerical solution defect equals

(2.6b)

dn+1 =
P∑

`=1

h` ϑ`(hL) f (`−1)(tn) + r
(P )
n+1,

ϑ`(hL) = ϕ`(hL)−
s∑

i=1

c`−1
i

(`− 1)!
Bi(hL)−

q−1∑
k=1

(−k)`−1

(`− 1)!
Vk(hL).

The remainders are defined through

R
(Q)
ni = Rn(Q, cih)− h

i−1∑
j=1

Aij(hL)Sn(Q, cjh)

− h

q−1∑
k=1

Uik(hL) Sn(Q,−kh),

r
(P )
n+1 = Rn(P, h)− h

s∑
i=1

Bi(hL)Sn(P, cih)− h

q−1∑
k=1

Vk(hL)Sn(P,−kh),

(2.6c)
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see Lemma 1.1 for the definition of Rn and Sn.
The numerical scheme (2.2) is said to be of stage order Q and quadrature

order P if Dni = O(hQ+1) for 1 ≤ i ≤ s and dn+1 = O(hP+1). That is,
requiring Θ`i(hL) = 0 for 1 ≤ i ≤ s and 1 ≤ ` ≤ Q as well as ϑ`(hL) = 0 for
1 ≤ ` ≤ P , we obtain the order conditions

c`i ϕ`(cihL) =
i−1∑
j=1

c`−1
j

(`− 1)!
Aij(hL)

+
q−1∑
k=1

(−k)`−1

(`− 1)!
Uik(hL), 1 ≤ i ≤ s, 1 ≤ ` ≤ Q,

(2.7a)

(2.7b) ϕ`(hL) =
s∑

i=1

c`−1
i

(`− 1)!
Bi(hL) +

q−1∑
k=1

(−k)`−1

(`− 1)!
Vk(hL), 1 ≤ ` ≤ P.

Here, by definition c0i = 1 for all 1 ≤ i ≤ s.
In Section 3, we will show that the convergence order of explicit exponen-

tial general linear methods (2.2) when applied to parabolic problems (2.1) is
essentially p = min{P,Q+ 1}. Therefore, it is desirable to construct numerical
schemes of high stage order.

3 Parabolic evolution equations

In this section, we provide a convergence analysis for explicit exponential general
linear methods within the framework of abstract semilinear parabolic evolution
equations. For a thorough treatment of the theory of sectorial operators and
analytic semigroups, we refer to the monographs [8, 14, 18].

3.1 Analytical framework

Let X be a complex Banach space endowed with the norm ‖·‖X and D ⊂ X
another densely embedded Banach space. For any 0 < ϑ < 1 we denote by Xϑ

some intermediate space between D = X1 and X = X0 such that the norm
in Xϑ fulfills the relation

‖x‖Xϑ
≤ C‖x‖ϑ

D‖x‖1−ϑ
X , x ∈ D, 0 < ϑ < 1,

with a constant C > 0. Examples are real interpolation spaces, see Lunardi [14],
or fractional power spaces, see Henry [8].

We consider initial value problems of the form (2.1) where the right-hand side
of the differential equation is defined by a linear operator L : D → X and a
sufficiently regular nonlinear map

(3.1) N : Xα → X : v 7→ N(v), D ⊂ Xα ⊂ X, 0 ≤ α < 1.

This requirement together with Hypothesis 3.1 renders (2.1) a semilinear parabolic
problem.
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Hypothesis 3.1. We assume that the closed and densely defined linear oper-
ator L : D → X is sectorial. Thus, there exist constants a ∈ R, 0 < φ < π/2,
and M ≥ 1 such that L satisfies the resolvent condition

(3.2)
∥∥∥(
λI − L

)−1
∥∥∥

X←X
≤ M

|λ− a|
, λ ∈ C \ Sφ(a),

on the complement of the sector Sφ(a) =
{
λ ∈ C :

∣∣arg(a − λ)
∣∣ ≤ φ

}
∪ {a}.

Moreover, we suppose that the graph norm of L and the norm in D are equivalent,
that is, the estimate

(3.3) C−1‖x‖D ≤ ‖x‖X + ‖Lx‖X ≤ C‖x‖D, x ∈ D,

is valid for a constant C > 0.
From the results in [8, 14, 18] it is well-known that the sectorial operator L is

the infinitesimal generator of an analytic semigroup
(
etL

)
t≥0

on the underlying
Banach space X. Precisely, for L : D → X sectorial and any positive t the linear
operator etL : X → X is given by Cauchy’s integral formula

(3.4) etL =
1

2πi

∫
Γ

eλ
(
λI − tL

)−1 dλ, t > 0,

with Γ denoting a path that surrounds the spectrum of L. Especially, if t = 0
one defines etL = I. By means of (3.2), it is shown that the estimate

(3.5)
∥∥tν−µetL

∥∥
Xν←Xµ

≤ C, 0 ≤ t ≤ T, 0 ≤ µ ≤ ν ≤ 1,

is valid with a constant C > 0, see [14, Prop.2.3.1]. Furthermore, for the
functions defined in (1.2) the same type of bound

(3.6)
∥∥tν−µϕ`(tL)

∥∥
Xν←Xµ

≤ C, 0 ≤ t ≤ T, 0 ≤ µ ≤ ν ≤ 1,

follows for every ` ≥ 1.
Remark 3.2. Under the assumption that the nonlinear map N in (3.1) is

locally Lipschitz-continuous

(3.7)
∥∥N(v)−N(w)

∥∥
X
≤ C(%) ‖v − w‖Xα

, ‖v‖Xα
+ ‖w‖Xα

≤ %,

the existence and uniqueness of a local solution of the semilinear parabolic prob-
lem (2.1), with initial value y(0) ∈ Xα, is guaranteed. Moreover, the solution is
represented by the variation-of-constants formula (1.4), see [8, Sect.3.3].

The following example can be cast into our abstract framework of semilinear
parabolic problems. For simplicity and in view of our numerical experiments, we
restrict ourselves to one space dimension. Accordingly to Henry [8], Xϑ denotes
a fractional power space.

Example 3.3. We consider the following initial-boundary value problem for
a real-valued function Y : [0, 1] × [0, T ] → R comprising a semilinear partial
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differential equation subject to a homogeneous Dirichlet boundary condition
and an additional initial condition

(3.8a)
∂tY (x, t) = L (x)Y (x, t) + f

(
x, Y (x, t), ∂xY (x, t)

)
,

Y (0, t) = 0 = Y (1, t), Y (x, 0) = Y0(x), 0 ≤ x ≤ 1, 0 ≤ t ≤ T.

Here, the second-order strongly elliptic differential operator

(3.8b) L (x) = α(x) ∂xx + β(x) ∂x + γ(x)

involves the coefficients α, β, γ : [0, 1] → R which we require to be sufficiently
smooth, and, in particular, α(x) has to be positive and bounded away from 0.
Besides, we suppose the function f to be regular in all variables and to satisfy a
certain growth condition in the third argument, see Henry [8, Example 3.6].

By defining a linear operator L and a map N through(
Lv

)
(x) = L (x) v(x),

(
N(v)

)
(x) = f

(
x, v(x), ∂xv(x)

)
, v ∈ C∞0 (0, 1),

the above initial-boundary value problem takes the form of an initial value prob-
lem (2.1) for

(
y(t)

)
(x) = Y (x, t). The results in [8] imply that L, when con-

sidered as an unbounded operator on the Hilbert space X = L2(0, 1), satisfies
Hypothesis 3.1 with D = H2(0, 1) ∩H1

0 (0, 1). Further, a suitable choice for the
domain of the nonlinearity is the Sobolev space Xα = X1/2 = H1

0 (0, 1).

3.2 Global error relation

Under the requirements of Section 3.1 on the initial value problem (2.1), we
analyze the convergence behavior of the method class (2.2). We start with
deriving a useful relation for the global error.

The errors of the numerical solution values and the internal stages, respec-
tively, are defined through

en = ŷn − yn, Eni = Ŷni − Yni, 1 ≤ i ≤ s,

see (2.4). Moreover, we introduce the abbreviations

∆Nn = N(ŷn)−N(yn), ∆Nni = N(Ŷni)−N(Yni), 1 ≤ i ≤ s.

Comparing formulas (2.2) and (2.5), we receive for n ≥ q − 1

Eni = ecihLen + h

i−1∑
j=1

Aij(hL) ∆Nnj + h

q−1∑
k=1

Uik(hL)∆Nn−k +Dni,(3.9a)

en+1 = ehLen + h
s∑

i=1

Bi(hL)∆Nni + h

q−1∑
k=1

Vk(hL) ∆Nn−k + dn+1.(3.9b)
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Resolving the recurrence formula for en leads to

en = e(tn−tq−1)Leq−1 +
n∑

`=q

e(tn−t`)Ld` + h
n−1∑

`=q−1

e(tn−t`+1)L

×
( s∑

i=1

Bi(hL) ∆N`i +
q−1∑
k=1

Vk(hL) ∆N`−k

)
, n ≥ q − 1.

(3.10)

In Section 3.3, we exploit the above error relation under certain requirements on
the order of the method and the smoothness properties of the nonlinearity.

3.3 Convergence estimates

Throughout, we employ the assumption that the starting values y0, y1, . . . , yq−1

have been computed using some starting procedure and that they belong to Xα.
Further, we suppose that the method coefficients are sufficiently regular and
satisfy ∥∥Aij(hL)

∥∥
Xν←Xµ

+
∥∥Bi(hL)

∥∥
Xν←Xµ

+
∥∥Uik(hL)

∥∥
Xν←Xµ

+
∥∥Vk(hL)

∥∥
Xν←Xµ

≤ Ch−ν+µ, h > 0, 0 ≤ µ ≤ ν ≤ 1.
(3.11)

In particular, the exponential general linear methods considered in Section 4
fulfill these requirements, see (1.2) and (3.6). As before, we set f(t) = N

(
y(t)

)
and denote

∥∥f∥∥
Xϑ,∞ = max

{∥∥f(t)
∥∥

Xϑ
: 0 ≤ t ≤ T

}
for 0 ≤ ϑ ≤ 1.

It is straightforward to deduce the following convergence result from the global
error relation (3.10).

Theorem 3.4. Under the requirements of Hypothesis 3.1, assume that the
explicit exponential general linear method (2.2) applied to the initial value prob-
lem (2.1) satisfies (3.11) and further fulfills the order conditions (2.7). Suppose
that f (Q)(t) ∈ Xβ for some 0 ≤ β ≤ α and f (P )(t) ∈ X. Then, for stepsizes
h > 0 the estimate∥∥y(tn)− yn

∥∥
Xα

≤ C

q−1∑
`=0

∥∥y(t`)− y`

∥∥
Xα

+ ChQ+1−α+β sup
0≤t≤tn

∥∥f (Q)(t)
∥∥

Xβ

+ ChP sup
0≤t≤tn

∥∥f (P )(t)
∥∥

X
, tq ≤ tn ≤ T,

holds with a constant C > 0 independent of n and h.
Proof. We estimate (3.10) in the domain of the nonlinear term and obtain∥∥en

∥∥
Xα

≤
∥∥e(tn−tq−1)L

∥∥
Xα←Xα

∥∥eq−1

∥∥
Xα

+
∥∥∥ n∑

`=q

e(tn−t`)Ld`

∥∥∥
Xα

+ h

n−1∑
`=q−1

s∑
i=1

∥∥e(tn−t`+1)LBi(hL)
∥∥

Xα←X

∥∥∆N`i

∥∥
X

+ h
n−1∑

`=q−1

q−1∑
k=1

∥∥e(tn−t`+1)L Vk(hL)
∥∥

Xα←X

∥∥∆N`−k

∥∥
X
.
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Consequently, using the bound (3.5) for the analytic semigroup, relation (3.11)
and the Lipschitz-property (3.7), we receive∥∥en

∥∥
Xα

≤ C
∥∥eq−1

∥∥
Xα

+
∥∥∥ n∑

`=q

e(tn−t`)Ld`

∥∥∥
Xα

+ Ch
n−1∑

`=q−1

(tn − t`)−α

( s∑
i=1

∥∥E`i

∥∥
Xα

+
q−1∑
k=1

∥∥e`−k

∥∥
Xα

)
.

(3.12)

For the error of the internal stages (3.9a), measured in the norm of Xα, we have

∥∥E`i

∥∥
Xα

≤
∥∥ecihL

∥∥
Xα←Xα

∥∥e`

∥∥
Xα

+ h
i−1∑
j=1

∥∥Aij(hL)
∥∥

Xα←X

∥∥∆N`j

∥∥
X

+ h

q−1∑
k=1

∥∥Uik(hL)
∥∥

Xα←X

∥∥∆N`−k

∥∥
X

+
∥∥D`i

∥∥
Xα
.

Using again (3.5), (3.7), and (3.11), the bound

∥∥E`i

∥∥
Xα

≤ C
∥∥e`

∥∥
Xα

+ Ch1−α
i−1∑
j=1

∥∥E`j

∥∥
Xα

+ Ch1−α

q−1∑
k=1

∥∥e`−k

∥∥
Xα

+
∥∥D`i

∥∥
Xα

and therefore the estimate∥∥E`i

∥∥
Xα

≤ C
∥∥e`

∥∥
Xα

+ Ch1−α

q−1∑
k=1

∥∥e`−k

∥∥
Xα

+ C
i∑

j=1

∥∥D`j

∥∥
Xα

follows. The constant C > 0 in particular depends on T , but is independent
of h. Inserting this relation into (3.12), leads to

∥∥en

∥∥
Xα

≤ C
∥∥eq−1

∥∥
Xα

+ Ch

n−1∑
`=0

(tn − t`)−α
∥∥e`

∥∥
Xα

+ Ch
n−1∑

`=q−1

s∑
i=1

(tn − t`)−α
∥∥D`i

∥∥
Xα

+
∥∥∥ n∑

`=q

e(tn−t`)Ld`

∥∥∥
Xα

.

(3.13)

It remains to estimate the terms involving the defects (2.6). From the assumption
that the stage order conditions (2.7a) are fulfilled, it follows D`i = R

(Q)
`i for

1 ≤ i ≤ s. Therefore, provided that the Q-th order derivative of the map f is
bounded in Xβ , by (3.5) and (3.11), we obtain

∥∥R(Q)
`i

∥∥
Xα

≤
∥∥R`(Q, cih)

∥∥
Xα

+ h
i−1∑
j=1

∥∥Aij(hL)
∥∥

Xα←Xβ

∥∥S`(Q, cjh)
∥∥

Xβ

+ h

q−1∑
k=1

∥∥Uik(hL)
∥∥

Xα←Xβ

∥∥S`(Q,−kh)
∥∥

Xβ

≤ ChQ+1−α+β
∥∥f (Q)

∥∥
Xβ ,∞, 1 ≤ i ≤ s,
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see also (2.6c) and Lemma 1.1. Moreover, the validity of the order condi-
tions (2.7b) implies d` = r

(P )
` . It then holds

∥∥r(P )
`

∥∥
X
≤

∥∥R`−1(P, h)
∥∥

X
+ h

s∑
i=1

∥∥Bi(hL)
∥∥

X←X

∥∥S`−1(P, cih)
∥∥

X

+ h

q−1∑
k=1

∥∥Vk(hL)
∥∥

X←X

∥∥S`−1(P,−kh)
∥∥

X

≤ ChP+1
∥∥f (P )

∥∥
X,∞.

Similarly, we obtain
∥∥r(P )

n

∥∥
Xα

≤ ChP+1−α
∥∥f (P )

∥∥
X,∞. Thus, a direct estimation

of the last sum in (3.13) gives

n−1∑
`=q

∥∥e(tn−t`)L
∥∥

Xα←X

∥∥r(P )
`

∥∥
X

+
∥∥r(P )

n

∥∥
Xα

≤ ChP+1
n−1∑
`=q

(tn − t`)−α
∥∥f (P )

∥∥
X,∞.

(3.14)

We insert the above estimates in (3.13) and interprete the arising sums as Rie-
mann-sums and bound it by the corresponding integrals. From a Gronwall-type
inequality with a weakly singular kernel, see [4, 17], the result follows.

The example methods given in Section 4 comprise explicit exponential general
linear methods with high stage order Q = P−1. In many practical examples, the
exact solution of (2.1) and the map N defining the nonlinearity are sufficiently
often differentiable. That is, the assumptions f (P )(t) ∈ X and f (P−1)(t) ∈ Xα

are fulfilled for all 0 ≤ t ≤ T . Therefore, the convergence order predicted by
Theorem 3.4 is p = P . This result is also confirmed by the numerical examples
presented in Section 5.

Remark 3.5. Let α = 0 and L be the generator of a C0-semigroup, see [18].
Then, the bound

∥∥ϕj(tL)
∥∥

X←X
≤ C is valid for finite times 0 ≤ t ≤ T and any

j ≥ 0. Returning to the above proof shows that the convergence estimate of
Theorem 3.4 remains valid for C0-semigroups with the choice β = 0.

The following result shows that for parabolic problems it suffices to satisfy,
instead of (2.7b), the weakened quadrature order conditions

(3.15)

ϕ`(hL) =
s∑

i=1

c`−1
i

(`− 1)!
Bi(hL) +

q−1∑
k=1

(−k)`−1

(`− 1)!
Vk(hL), 1 ≤ ` ≤ P − 1,

1
P

=
s∑

i=1

cP−1
i Bi(0) +

q−1∑
k=1

(−k)P−1 Vk(0),

to obtain the full convergence order p = P . That is, the condition where ` = P
is fulfilled for L = 0, but not necessarily for arbitrary arguments, see also (1.2).
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Theorem 3.6. Assume that the requirements of Hypothesis 3.1 are valid and
that the explicit exponential general linear method (2.2) fulfills (3.11). Further,
suppose that the stage order conditions (2.7a) and the weak quadrature order
conditions (3.15) are valid for Q = P − 1 and that 0 ≤ β ≤ α. Then, for
stepsizes h > 0 the estimate

∥∥y(tn)− yn

∥∥
Xα

≤ C

q−1∑
`=0

∥∥y(t`)− y`

∥∥
Xα

+ ChP−α+β sup
0≤t≤tn

∥∥f (P−1)(t)
∥∥

Xβ

+ ChP sup
0≤t≤tn

∥∥f (P )(t)
∥∥

X
, tq ≤ tn ≤ T,

holds with a constant C > 0 independent of n and h, provided that the quantities
on the right-hand side are well-defined.

Proof. The derivation of the above result follows the lines of the proof of
Theorem 3.4. For simplicity, we assume β = α. It suffices to derive a refined
bound for the last sum in (3.13) involving the numerical solution defects d`.
Under the weak order conditions (3.15), the representation

d` = hP s
(P )
` + r

(P )
` , s

(P )
` = ϑP (hL) f (P−1)(t`−1),

is valid, see (2.6). The remainder is estimated in the same way as before and
yields a contribution of ChP

∥∥f (P )
∥∥

X,∞ in the convergence bound, see (3.14).
We need to show that the sum

S =
n∑

`=q

e(tn−t`)L s
(P )
` ,

when measured in the norm of Xα, is bounded by a constant. For that purpose,
we employ Abel’s partial summation formula to obtain the identity

S = En s
(P )
n − Eq−1 s

(P )
q −

n−1∑
`=q

E`

(
s
(P )
`+1 − s

(P )
`

)
, E` =

∑̀
j=0

e(tn−tj)L.

We notice that the second condition in (3.15) implies ϑP (0) = 0, and, by
Cauchy’s integral formula (3.4), we further receive ϑP (hL) = hLψ(hL). In par-
ticular, if the method coefficients are (linear) combinations of the ϕ-functions,
the linear operator ψ is bounded on X. The bound

∥∥hLE` ψ(hL)
∥∥

Xν←Xµ
≤

∥∥e(tn−t`)L
∥∥

Xν←Xµ

∥∥∥hL ∑̀
j=0

e(t`−tj)L ψ(hL)
∥∥∥

Xµ←Xµ

≤ C(tn − t`)−ν+µ, q − 1 ≤ ` < n, 0 ≤ µ ≤ ν < 1,

follows by Cauchy’s integral formula, see also [10, Lemma1.1]. Further, it holds∥∥hLEn ψ(hL)
∥∥

Xν←Xµ
≤ Ch−ν+µ, 0 ≤ µ ≤ ν < 1.
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As a consequence, we obtain the estimate∥∥S∥∥
Xα

≤
∥∥hLEn ψ(hL)

∥∥
Xα←Xα

∥∥f (P−1)(tn−1)
∥∥

Xα

+
∥∥hLEq−1 ψ(hL)

∥∥
Xα←Xα

∥∥f (P−1)(tq−1)
∥∥

Xα

+
n−1∑
`=q

∥∥hLE` ψ(hL)
∥∥

Xα←X

∫ h

0

∥∥f (P )(t`−1 + ξ)
∥∥

X
dξ

≤ C
∥∥f (P−1)

∥∥
Xα,∞ + C

∥∥f (P )
∥∥

X,∞

which yields the desired result.

4 Example methods

In this section, we construct explicit exponential general linear methods (2.2)
which have a favorable convergence behavior. We mainly focus on two-stage
schemes with stage order Q = P − 1 where by Theorem 3.4 the full convergence
order p = P is ensured for abstract evolution equations. In the subsequent
Section 5, the schemes are tested numerically on a semilinear parabolic initial-
boundary value problem. Further, a table comparing the computational effort of
various exponential integrators is included there, see Table 5.1. Among others,
we count the number of evaluations of the nonlinear map N required at each
step. However, by making use of the previous steps, the number of function
evaluations can be reduced considerably.

Henceforth, for notational simplicity, we set z = hL and ϕij = ϕi(cjz). As
well, we occasionally omit the argument in the method coefficient functions and
write Aij = Aij(z) etc.

4.1 Two-stage schemes

We first discuss explicit exponential general linear methods (2.2) with s = 2.
Requiring the quadrature order and stage order conditions (2.7) to be fulfilled
for q + 1 = p = P = Q + 1 determines the coefficients of the numerical scheme
up to a free parameter, as the following result shows.

Theorem 4.1. For any 0 < c2 ≤ 1 there exists a unique explicit exponen-
tial general linear method of the form (2.2) with two stages and q steps that is
convergent of order p = q + 1 for abstract parabolic problems (2.1).

Proof. The stage order conditions (2.7a) yield the following linear equations
in the unknowns A21 and U2k

A21 +
p−2∑
k=1

U2k = c2 ϕ12,

p−2∑
k=1

(−k)`−1

(`− 1)!
U2k = c`2 ϕ`2, 2 ≤ ` ≤ p− 1.

As this system is of Vandermonde form, it possesses a unique solution which
depends on 0 < c2 ≤ 1. Similarly, the order conditions (2.7b)

B1 +B2 +
p−2∑
k=1

Vk = ϕ1,
c`−1
2

(`− 1)!
B2 +

p−2∑
k=1

(−k)`−1

(`− 1)!
Vk = ϕ`, 2 ≤ ` ≤ p,
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uniquely determine the coefficient functions Bi and Vk. By Theorem 3.4, the
order of convergence for abstract evolution equations (2.1) equals p, provided
that the nonlinear term f satisfies suitable regularity assumptions.

To minimize the number of ϕ-function evaluations, we choose to set the pa-
rameter c2 = 1. The resulting methods EGLMpsq can be considered as general-
izations of the PEC schemes using a generalized Adams–Bashforth predictor of
order p− 1 and a generalized Adams–Moulton corrector of order p.

1 ϕ1

ϕ1 − ϕ2 ϕ2

1 ϕ1 + ϕ2 −ϕ2

ϕ1 − 2ϕ3
1
2 ϕ2 + ϕ3 − 1

2 ϕ2 + ϕ3

Table 4.1: Coefficients of EGLM221 (left) and EGLM322 (right) for c2 = 1.

Order 2. To achieve order two, one has to satisfy the order conditions given in
the proof of Theorem 4.1 with p = 2. To this set of equations, the uniquely de-
termined solution is an exponential Runge–Kutta method with coefficients given
in Table 4.1. The scheme EGLM221 requires three ϕ-function evaluations, four
matrix-vector products, and two function evaluations of the nonlinear map N ,
provided that the values of the previous step are available.

Order 3. For convergence of order p = 3, the resulting two-stage two-step
method EGLM322 requires four ϕ-function evaluations, six matrix-vector prod-
ucts, and two new function evaluations, see Table 4.1.

1 ϕ1 + 3
2 ϕ2 + ϕ3 − 2ϕ2 − 2ϕ3

1
2 ϕ2 + ϕ3

ϕ1 + 1
2 ϕ2 − 2ϕ3 − 3ϕ4

1
3 ϕ2 + ϕ3 + ϕ4 −ϕ2 + ϕ3 + 3ϕ4

1
6 ϕ2 − ϕ4

Table 4.2: Coefficients of EGLM423 for c2 = 1.

Order 4. The two-stage three-step method EGLM423 with coefficients given in
Table 4.2 is convergent of order p = 4 and requires five ϕ-function evaluations,
eight matrix-vector products, and two function evaluations.

A MAPLE code for generating the coefficients of the schemes EGLMpsq in-
volving s = 2 stages and q = p − 1 steps is downloadable from the webpage
http://www.math.ntnu.no/num/expint/.

4.2 Schemes involving s ≥ 3 stages

For explicit exponential general linear methods (2.2) involving s ≥ 3 stages,
contrary to two-stage schemes, there is some freedom available in the choice of
the method. This makes it feasible to suitably weight desirable properties of
the numerical scheme such as stability, small error coefficients, the number of ϕ-
function evaluations, matrix-vector products, or function evaluations. Another
possibility would be to use the extra freedom available to increase the conver-
gence order of the scheme. This involves a thorough investigation of the global
error (3.10) in the lines of Hochbruck and Ostermann [11] which is beyond the
scope of the present work.
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For the purpose of illustration, however, we briefly describe the construction of
a scheme involving s = 3 stages and q = 2 steps. For simplicity, we now assume
that the nonlinear map N defining the right-hand side of the differential equation
in (2.1) is defined on Xα = X, see (3.1). We require the weak quadrature order
conditions (3.15) and the stage order conditions (2.7a) to be fulfilled for P = 4
and Q = 2. This implies that the defects of the internal stages are of the form

Dni = h3 Θ3i(hL) f ′′(tn) +R
(4)
ni ,

Θ3i(hL) = c3i ϕ3(cihL)−
i−1∑
j=1

c2j
2
Aij(hL)− 1

2
Ui1(hL),

see (2.6). A suitable relation for the error of the internal stages (3.9a) to-
gether with Taylor series expansions of the nonlinearity finally shows that the
error (3.10), when measured in X, is bounded by Ch4 provided that the term

s∑
i=1

Bi(hL)N ′(yn) Θ3i(hL)

vanishes. Altogether, the conditions for the order of convergence p = 4 with
respect to the norm in X are

i−1∑
j=1

c`−1
j

(`− 1)!
Aij(hL) +

(−1)`−1

(`− 1)!
Ui1(hL) = c`i ϕ`(cihL), 1 ≤ ` ≤ 2,(4.1a)

3∑
i=1

c`−1
i

(`− 1)!
Bi(hL) +

(−1)`−1

(`− 1)!
V1(hL) = ϕ`(hL), 1 ≤ ` ≤ 3,(4.1b)

3∑
i=2

Bi(hL) J Θ3i(hL) = 0,(4.1c)

3∑
i=1

c3i Bi(0)− V1(0) =
1
4
,(4.1d)

where J is an arbitrary and bounded linear operator on X.
We note that it is not possible to achieve Θ32 = 0. Therefore, in order to

satisfy condition (4.1c), we set B2 = κB3 for a scalar κ. Inserting this ansatz
into (4.1c) results in B3 J

(
κΘ32 + Θ33

)
= 0. This condition can be satisfied

either by setting κ = 0 or by choosing c2 = c3. In view of the computational
effort required, we fulfill both which gives B2 = 0 and c2 = c3 = 7/10. We refer
to the resulting scheme as EGLM432. It requires eight ϕ-function evaluations,
eight matrix-vector products, and three function evaluations.

We conclude this subsection with a brief remark on exponential generalized
Runge–Kutta–Lawson methods which provided the initial motivation for consid-
ering exponential general linear methods of the form (2.2), see also [13, 15]. The
basic idea for constructing these schemes is to replace the nonlinear part by
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an interpolation polynomial and to perform the Lawson transformation involv-
ing the exponential function. Then, a classical explicit Runge–Kutta method is
used on the transformed problem and the obtained numerical solution is finally
transformed back into the original variable. However, the resulting numerical
schemes are inferior to methods constructed directly from the order conditions.

As an example, we mention the four-stage three-step scheme GLRK34 which
satisfies the order conditions (2.7) with Q = P = 3 and the weakened quadrature
order conditions (3.15) for P = 4. Thus, the order of convergence is p = 4. A
MAPLE code to generate the coefficients of the generalized Lawson methods is
downloadable from the website http://www.math.ntnu.no/num/expint/. The
numerical experiments in Section 5 show that GLRK34 is not competitive with
EGLM432 when comparing the computational effort and the size of the error.

4.3 Multistep schemes

We conclude this section on example methods with a remark on explicit expo-
nential multistep methods that are contained in our method class (2.2) by setting
s = 1. Under the requirements q = p = P = Q + 1, the order conditions (2.7)
simplify as follows

B1 +
p−1∑
k=1

Vk = ϕ1,

p−1∑
k=1

(−k)`−1 Vk = (`− 1)!ϕ`, 2 ≤ ` ≤ p,

and uniquely define the coefficients of the method. An alternative way for de-
riving these schemes is to represent the exact solution of (2.1) by means of the
variation-of-constants formula

y(tn+1) = ehL y(tn) +
∫ h

0

e(h−τ)LN
(
y(tn + τ)

)
dτ

and to replace the nonlinear map N with the interpolation polynomial through
the points

(
tn−i, N(yn−i)

)
for 0 ≤ i ≤ q−1. Such exponential Adams–Bashforth

methods were considered in [3, 6, 16, 20]. As an illustration, we include the four-
step method EGLM414

yn+1 = ehL yn + hB1(hL)N(yn) + hV1(hL)N(yn−1)
+ hV2(hL)N(yn−2) + hV3(hL)N(yn−3),

with coefficient functions

B1 = ϕ1 + 11
6 ϕ2 + 2ϕ3 + ϕ4, V1 = − 3ϕ2 − 5ϕ3 − 3ϕ4,

V2 = 3
2 ϕ2 + 4ϕ3 + 3ϕ4, V3 = − 1

3 ϕ2 − ϕ3 − ϕ4,

that is convergent of order p = 4 for abstract evolution equations and requires five
ϕ-function evaluations, five matrix-vector products, and one function evaluation.

The exponential multistep schemes studied in Calvo and Palencia [5] are in-
stead based on the following representation of the exact solution

y(tn+1) = eqhL y(tn−q+1) +
∫ qh

0

e(qh−τ)LN
(
y(tn−q+1 + τ)

)
dτ.
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method p P Q s q #ϕ #vec #fun

EGLM221 2 2 1 2 1 3 4 2
EGLM322 3 3 2 2 2 4 6 2
EMAM4 4 4 3 1 4 5 5 1
EGLM414 4 4 3 1 4 5 5 1
EGLM423 4 4 3 2 3 5 8 2
EGLM432 4− γ 4 (weak) 2 3 2 8 8 3
ERKM4 4− γ 4 (weak) 1 5 1 8 13 5
GLRK34 4 4 (weak) 3 4 3 8 16 4

Table 5.1: Computational effort of various exponential integrators (order of conver-
gence p for Problem 5.1, quadrature order P , stage order Q, number of stages s,
number of steps q, number of distinct ϕ-functions needed to be evaluated, number of
required matrix-vector products, number of (new) function evaluations of the nonlinear
map N per step).

For instance, the four-step method which we refer to as EMAM4

yn+1 = e4hL yn−3 + hB1(4hL)N(yn) + hV1(4hL)N(yn−1)
+ hV2(4hL)N(yn−2) + hV3(4hL)N(yn−3),

with coefficient functions

B1 = 16
3 ϕ2 − 64ϕ3 + 256ϕ4, V1 = − 24ϕ2 + 256ϕ3 − 768ϕ4,

V2 = 48ϕ2 − 320ϕ3 + 768ϕ4, V3 = 4ϕ1 − 88
3 ϕ2 + 128ϕ3 − 256ϕ4,

retains the full convergence order p = 4 for semilinear parabolic problems (2.1)
and requires the same computational effort as the fourth-order scheme EGLM414.

We note that the exponential Adams–Bashforth methods are zero-stable with
parasitic roots equal to zero. They have thus superior stability properties com-
pared to the methods considered in [5] which are only weakly stable in the sense
that all parasitic roots for y′ = 0 lie on the unit circle.

5 Numerical experiments

In this section, we illustrate the theoretical results given in Section 3.3 on the
convergence behavior of explicit exponential general linear methods for abstract
evolution equations. As test problem, we choose a one-dimensional semilinear
parabolic initial-boundary value problem.

Problem 5.1 (Parabolic problem). We consider the following parabolic
differential equation under a homogeneous Dirichlet boundary condition

∂tY (x, t) = ∂xx Y (x, t)− Y (x, t) ∂xY (x, t) + Φ(x, t),
Y (0, t) = Y (1, t) = 0, Y (x, 0) = x(1− x), 0 ≤ x ≤ 1, 0 ≤ t ≤ T,
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Figure 5.1: The numerically observed convergence orders of various explicit exponential
integrators when applied to Problem 5.1. The error measured in a discrete H1

0 -norm
is plotted versus the time stepsize.

where Φ is chosen such that the exact solution is Y (x, t) = x(1− x) et.
As in Example 3.3, the above initial-boundary value problem is written as

an abstract initial value problem of the form (1.1) for
(
y(t)

)
(x) = Y (x, t) with

linear operator L and nonlinearity N defined by(
Lv

)
(x) = ∂xx v(x),

(
N(t, v)

)
(x) = − v(x) ∂xv(x) + Φ(x, t),

for v ∈ C∞0 (0, 1). A suitable choice for the underlying Banach space is the
Hilbert space X = L2(0, 1). Then, it holds D = H2(0, 1) ∩ H1

0 (0, 1) and the
domain of the nonlinearityN is equal to [0, T ]×Xα whereXα = X1/2 = H1

0 (0, 1),
see also Henry [8, Sect.3.3].

We note that, accordingly to Lunardi [14, Sect.7.3], an alternative choice is
X = C (0, 1), D = C 2

0 (0, 1), and Xα = X1/2 = C 1
0 (0, 1). Here, we denote
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Figure 5.2: The numerically observed convergence orders of various explicit exponential
integrators when applied to Problem 5.1. The error measured in a discrete C 1

0 -norm is
plotted versus the time stepsize.
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Figure 5.3: The numerically observed convergence orders of various explicit exponential
integrators when applied to Problem 5.2. The error measured in a discrete L2-norm is
plotted versus the time stepsize.

C k
0 (0, 1) =

{
v ∈ C k(0, 1) : v(0) = 0 = v(1)

}
for k = 1, 2.

In order to solve Problem 5.1 numerically, we use a spatial discretization by
standard finite differences of grid length ∆x = (M + 1)−1 with M = 200.
For various explicit exponential general linear methods discussed in Section 4,
the resulting system of ordinary differential equations is integrated up to time
T = 1. The numerical convergence orders with respect to a discrete Xα-norm
are determined from the exact and numerical solution values.

The numerically observed convergence orders for the explicit exponential gen-
eral linear methods are in exact agreement with the values expected from the
theoretical results given in Section 3.3. For example, the schemes EGLM423,
EGLM414, and GLRK34 show full order p = 4, see Figures 5.1-5.2. We point out
that the scheme EGLM432 discussed in Section 4.2 and as well the exponential
Runge–Kutta method ERKM4 considered in [11, Eq. (5.19)] suffer from a slight
order reduction. The convergence order with respect to a discrete H1

0 -norm is
approximately p = 4 − γ with γ = 1/4. When the error is measured in a dis-
crete C 1

0 -norm, an additional order reduction down to approximately p = 4− γ
with γ = 1/2 is encountered. These fractional orders can be explained using
arguments as in [11, Sect.6].

In the following example, we illustrate the convergence behavior of our method
class for an evolution equation which is governed by a C0-semigroup.

Problem 5.2 (Hyperbolic problem). We consider the hyperbolic initial-
boundary value problem

i ∂tY (x, t) = ∂xx Y (x, t) +
1

1 + Y (x, t)2
+ Φ(x, t),

Y (0, t) = Y (1, t) = 0, Y (x, 0) = x(1− x), 0 ≤ x ≤ 1, 0 ≤ t ≤ 1,

as abstract initial value problem on X = L2(0, 1). The function Φ is determined
such that the exact solution equals Y (x, t) = x(1− x) et.

As before, we use standard finite differences of grid length ∆x = (M + 1)−1
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Figure 5.4: The numerically observed convergence orders of the two-stage schemes
EGLMp2q with q = p− 1 steps of orders 2 ≤ p ≤ 6 when applied to Problem 5.1 (left)
and Problem 5.2 (right). The error measured in a discrete C 1

0 -norm and L2-norm,
respectively, is plotted versus the time stepsize.

with M = 200 to discretize the problem in space. The obtained values for the
error between the numerical and exact solution, measured in a discrete L2-norm,
are displayed in Figure 5.3.

We note that the exact solution has bounded time derivatives of moderate
size. We are therefore in the situation of Remark 3.5, and, in particular, the
error bound of Theorem 3.4 applies with α = β = 0. The observed convergence
orders confirm the theoretically predicted values.

We conclude this section with an additional numerical experiment where we
illustrate the error behavior of the exponential methods EGLMpsq with s = 2
stages and q = p− 1 steps of order p for the above test problems, see Figure 5.4.

Due to the special structures of the above test problems, Fourier techniques
are applicable for the numerical implementation of the ϕ-functions. We there-
fore used this approach in our numerical experiments. In more general situations
where spectral techniques do not apply, matrix functions can be computed by
subspace methods such as Krylov subspace techniques, see [9] and references
cited therein. If the dimension of the involved matrices is moderate, an alterna-
tive implementation of the ϕ-functions is provided by the MATLAB package [2],
downloadable from the website http://www.math.ntnu.no/num/expint/.

6 Extension to variable stepsizes

In this section, we briefly indicate how the techniques employed in this paper
extend to variable stepsizes.

We let (hj)j≥0 be a sequence of positive stepsizes and define the associated
grid points through tj+1 = tj + hj for j ≥ 0, where t0 = 0. The stepsize ratios
(ωj)j≥1 are given by hj = ωjhj−1. As described in Section 4.3, a generic tool
for the construction of numerical methods for (2.1) is the variation-of-constants
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formula

(6.1) y(tn+1) = ehnL y(tn) +
∫ hn

0

e(hn−τ)LN
(
y(tn + τ)

)
dτ

together with a replacement of the nonlinear term by some interpolation poly-
nomial.

To keep the presentation simple, we illustrate the basic ideas by an explicit
exponential integrator involving two stages and two steps. This generalizes
the scheme EGLM322 of Section 4.1 to variable stepsizes. In order to deter-
mine the internal stage Yn2, we replace N in (6.1) with the polynomial through(
tn−1, N(yn−1)

)
and

(
tn, N(yn)

)
. Integration yields

Yn2 = ehnL yn + hnA
(n)
21 (hnL)N(yn) + hn U

(n)
21 (hnL)N(yn−1),

A
(n)
21 = ϕ1 + ωn ϕ2, U

(n)
21 = −ωn ϕ2.

Similarly, we obtain the numerical solution value

yn+1 = ehnL yn + hnB
(n)
1 (hnL)N(yn) + hnB

(n)
2 (hnL)N(Yn2)

+ hn V
(n)
1 (hnL)N(yn−1),

B
(n)
1 = A

(n)
21 − (ϕ2 + 2ωn ϕ3), B

(n)
2 =

1
1 + ωn

(ϕ2 + 2ωn ϕ3),

V
(n)
1 = U

(n)
21 +

ωn

1 + ωn
(ϕ2 + 2ωn ϕ3) ,

by interpolating through the above points and
(
tn+1, N(Yn2)

)
.

More generally, we allow explicit exponential general linear methods with co-
efficients depending on several subsequent stepsize ratios

yn+1 = ehnL yn + hn

s∑
i=1

B
(n)
i (hnL)N(Yni) + hn

q−1∑
k=1

V
(n)
k (hnL)N(yn−k),

Yni = ecihnL yn + hn

i∑
j=1

A
(n)
ij (hnL)N(Ynj) + hn

q−1∑
k=1

U
(n)
ik (hnL)N(yn−k),

see also (2.2). Provided that the stepsize ratios are bounded from above and
below, that is, it holds

(6.2) C1 ≤ ωj ≤ C2, j ≥ 1,

with (moderate) constants C1, C2 > 0, the coefficient operators satisfy an es-
timate of the form (3.11) with h replaced by hn. We emphasize that assump-
tion (6.2) is always fulfilled in practical implementations. Due to the special
form of the considered method class, no further requirements on the stepsize
sequence are needed. As a consequence, it is straightforward to generalize the
convergence analysis of Section 3.3. More precisely, by means of a Gronwall-type
inequality derived in Bakaev [1, Lemma 4.4], the proof of Theorem 3.4 extends
literally to variable stepsizes. We do not elaborate the details here.
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7 Conclusions

The present work shows that the considered class of exponential integrators has
the following benefits. It allows, in an easy manner, the construction of methods
with high stage order and excellent convergence properties for stiff problems.
Further, the combination of exponential Runge–Kutta and exponential Adams–
Bashforth methods results in schemes with favorable stability properties.

It is beyond the scope of this paper to identify methods which are competitive
with established schemes. To reach this aim, it is indispensable to implement
the method with variable stepsizes based on an error control. In particular, an
efficient implementation of the ϕ-functions plays a crucial role here. Besides, it
remains to look into the computation of the starting values. These investigations
are part of future work.

Acknowledgement

Mechthild Thalhammer was supported by Fonds zur Förderung der wissenschaft-
lichen Forschung (FWF) under project H210-N13.

REFERENCES

1. Bakaev, N.Yu. On variable stepsize Runge–Kutta approximations of a
Cauchy problem for the evolution equation. BIT 38: 462–485 (1998).

2. Berland, H., Skaflestad, B., and Wright, W.M. Expint – A Mat-
lab package for exponential integrators. Tech. report 4/05, Department of
Mathematics, NTNU, 2005.

3. Beylkin, G., Keiser, J.M., and Vozovoi, L. A new class of time dis-
cretization schemes for the solution of nonlinear PDEs. J. Comput. Phys.
147: 362–387 (1998).

4. Brunner, H. and van der Houwen, P.J. The Numerical Solution of
Volterra Equations. CWI Monographs 3, North-Holland, Amsterdam, 1986.

5. Calvo, M.P. and Palencia, C. A class of explicit multistep exponential
integrators for semilinear problems. Numer. Math. 102: 367-381 (2006).

6. Cox, P.M. and Matthews, P.C. Exponential time differencing for stiff
systems. J. Comput. Phys. 176: 430–455 (2002).

7. Friedli, A. Verallgemeinerte Runge–Kutta Verfahren zur Lösung steifer
Differentialgleichungssysteme. In: Numerical Treatment of Differential
Equations. Bulirsch, R., Grigorieff, R., and Schröder, J., eds., Lecture Notes
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Summary. In this paper, we consider exponential integrators that are based on
linear multistep methods and study their positivity properties for abstract evolution
equations. We prove that the order of a positive exponential multistep method is
two at most and further show that there exist second-order methods preserving
positivity.

1 Introduction

Integration schemes that involve the evaluation of the exponential were first
proposed in the 1960s for the numerical approximation of stiff ordinary differ-
ential equations. Nowadays, due to advances in the computation of the product
of a matrix exponential with a vector, such methods are considered as practi-
cable also for high-dimensional systems of differential equations. The renewed
interest in exponential integrators is further enhanced by recent investigations
which showed that they have excellent stability and convergence properties.
In particular, they perform well for differential equations that result from a
spatial discretisation of nonlinear parabolic and hyperbolic initial-boundary
value problems, see [4, 9] and references therein.

However, aside from a favourable convergence behaviour, the usability of
a numerical method for practical applications is substantially affected by its
qualitative behaviour, and, in many cases, it is inevitable to ensure that cer-
tain geometric properties of the underlying problem are well preserved by
the discretisation. In particular, it is desirable that the positivity of the true
solution is retained by the numerical approximation. More precisely, if the
solution of a linear abstract evolution equation

u′(t) = A u(t) + f(t), 0 < t ≤ T, u(0) given, (1)

remains positive, the numerical solution should retain this property. Unfor-
tunately, as proven by Bolley and Crouzeix [3], the order of positive rational
one-step and linear multistep methods, respectively, is restricted by one.
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The objective of the present paper is to investigate exponential multistep
methods where the coefficients are combinations of the exponential and closely
related functions. The general form of the considered schemes is introduced
below in Section 3. Examples include Adams-type methods that were studied
recently in [4, 9] for parabolic problems, see also the earlier works [8, 12].

The main result, which we deduce in Section 4, states that positive expo-
nential multistep methods are of order two at most. Further, we show that
there exist second-order methods which preserve positivity. Thus, the order
barrier of [3] is raised by one. For exponential Runge–Kutta methods, a similar
result has recently been obtained in [10].

Our analysis of exponential multistep methods for abstract evolution equa-
tions is based on an operator calculus which allows to define the Laplace-
Stieltjes transform involving the generator of a positive C0-semigroup. We re-
fer to the subsequent Section 2, where the basic hypotheses on the differential
equation and some fundamental tools of the employed analytical framework
are recapitulated.

2 Analytical framework

In this section, we state the basic assumptions on the abstract initial value
problem (1).

Throughout, we let
(
V, ‖·‖) denote the underlying Banach space. Further,

we suppose A : D ⊂ V → V to be a densely defined and closed linear operator
on V that generates a strongly continuous semigroup

(
etA

)
t≥0

of type (M,ω),
that is, there exist constants M ≥ 1 and ω ∈ R such that the bound∥∥etA

∥∥ ≤ Meωt, t ≥ 0, (2)

is valid. For a detailed treatment of C0-semigroups, we refer to the mono-
graphs [6, 11].

The notion of positivity requires the Banach space V to be endowed with
an additional order structure. In the present paper, to keep the analytical
framework simple, we restrict ourselves to the consideration of the Lebesgue
spaces and subspaces thereof, respectively, as it is then straightforward to de-
fine the positivity of an element pointwise.1 In general, an appropriate setting
is provided by the theory of Banach lattices treated in Yosida [13, Chap.XII].
Our results remain valid within this framework.

We recall that a bounded linear operator B : V → V is said to be positive
if for any element v ∈ V satisfying v ≥ 0 it follows Bv ≥ 0.
1 A function v : Ω ⊂ Rd → R in Lp(Ω), 1 ≤ p ≤ ∞, is said to be positive if it

is pointwise positive, i.e., v(x) ≥ 0 for almost all x ∈ Ω. In that case, we write
v ≥ 0 for short. We employ here the standard terminology, although the term
non-negative would be more appropriate.
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Example 1. We consider the differential operator ∂xx subject to a mixed
boundary condition on the Banach space of continuous functions, that is, for
some c1, c2 ∈ R we let A : D → V : v 7→ ∂xxv where V = C([0, 1]) and
D =

{
v ∈ C2([0, 1]) : v′(0) + c1v(0) = 0 = v′(1) + c2v(1)

}
. It is shown in

Arendt et al. [1, p. 134] that the associated semigroup
(
etA

)
t≥0

is positive.

Henceforth, we assume that the linear operator A : D → V is the genera-
tor of a positive semigroup

(
etA

)
t≥0

of type (M,ω), see (2). Then, from the
formulation of the linear evolution equation (1) as a Volterra integral equation

u(t) = etA u(0) +
∫ t

0

e(t−τ)Af(τ) dτ, 0 ≤ t ≤ T, (3)

it is seen that the solution u remains positive, provided that the initial
value u(0) and the function f are positive.

Let a ∈ BV denote a function of bounded variation that is normalised
at its discontinuities and satisfies a(0) = 0. The associated Laplace-Stieltjes
transform is defined through

G(z) =
∫ ∞

0

etz da(t), (4)

see Hille and Phillips [6, Sect. 6.2]. We recall that a real-valued function G is
said to be absolutely monotonic on an interval I ⊂ R if

G(j)(x) ≥ 0, x ∈ I, j ≥ 0.

The following result by Bernstein [2], which characterises absolutely monotonic
functions of the form (4), is the basis of our analysis in Section 4.

Theorem 2 (Bernstein). A function G is absolutely monotonic on the half
line (−∞, ω] iff it is the Laplace-Stieltjes transform of a non-decreasing func-
tion a ∈ BV such that ∫ ∞

0

eωt |da(t)| < ∞.

A well-known operational calculus described in Hille and Phillips [6, Chap.XV]
allows to extend (4) to unbounded linear operators. More precisely, for A being
the generator of a strongly continuous semigroup

(
etA

)
t≥0

on V , it holds

G(hA) v =
∫ ∞

0

etA v da(t), h ≥ 0, v ∈ V, (5)

where the integral is defined in the sense of Bochner. It is thus straightforward
to deduce the following corollary from Theorem 2, see also Kovács [7].

Corollary 3. Suppose that the linear operator A generates a positive and
strongly continuous semigroup of type (M,ω). Assume further that the func-
tion G is absolutely monotonic on (−∞, hω] for some h ≥ 0. Then, the linear
operator G(hA) defined by (5) is positive.
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Remark 4. We note that the converse of the above corollary is true as well.
Namely, if G(hA) is positive for any generator A of a positive and strongly
continuous semigroup, then the function G is absolutely monotonic. The proof
of this statement is in the lines of Bolley and Crouzeix [3, Proof of Lemma 1].

The construction of exponential integrators often relies on the variation-of-
constants formula (3) and a replacement of the integrand f by an interpolation
polynomial. As a consequence, the linear operators ϕj(hA) defined through

ϕj(z) =
∫ 1

0

etz (1− t)j−1

(j − 1)!
dt, j ≥ 1, z ∈ C, (6)

naturally arise in the numerical schemes. By the above Theorem 2, these
functions are absolutely monotonic, and thus the positivity of the associated
operators ϕj(hA) follows from Corollary 3.

3 Exponential multistep methods

In this section, we introduce the considered exponential multistep methods
for the time integration of the linear evolution equation (1) and state the
order conditions. The positivity properties of the numerical schemes are then
studied in Section 4.

We let tj = jh denote the grid points associated with a constant stepsize
h > 0. Besides, we suppose that the starting values u0, u1, . . . , uk−1 ∈ V are
approximations the exact solution values of (1). Then, for integers j ≥ k, the
numerical solution values uj ≈ u(tj) are given by the k-step recursion

k∑
`=0

α`(hA) un+` = h

k∑
`=0

β`(hA) f(tn+`), n ≥ 0. (7a)

Throughout, we choose αk = 1. Furthermore, we assume that the coefficient
functions α` and β` are given as Laplace-Stieltjes transforms of certain func-
tions a` and b`. Thus, it holds

α`(z) =
∫ ∞

0

etz da`(t), β`(z) =
∫ ∞

0

etz db`(t), z ∈ (−∞, ω]. (7b)

For simplicity, we require b` to be piecewise differentiable such that the left-
sided limit of b′`(t) exist at t = j for all integers j ≥ 0. In particular, these
assumptions are satisfied if the coefficients functions are (linear) combinations
of the exponential and the related ϕ-functions (6). We therefore refer to (7)
as an exponential linear k-step method. Due to (7b), the operators α`(hA)
and β`(hA) are bounded on V .

Examples that have recently been studied in literature for the time inte-
gration of semilinear evolution equations are exponential Adams-type meth-
ods. For the choice α1 = . . . = αk−1 = 0 and βk = 0, the resulting meth-
ods are discussed in Calvo and Palencia [4]. On the other hand, the case
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α0 = . . . = αk−2 = 0 and βk = 0 generalising the classical Adams–Bashforth
methods is covered by the analysis given in [9].

In the following, we derive the order conditions for the exponential k-
step method. We note that the arguments given below extend to semilinear
problems u′(t) = A u(t) + F

(
t, u(t)

)
by setting f(t) = F

(
t, u(t)

)
. As usual,

the numerical method (7) is said to be consistent of order p, if the local error

d(t, h) =
k∑

`=0

α`(hA) u(t + `h)− h
k∑

i=0

β`(hA) f(t + `h) (8)

is of the form d(t, h) = O
(
hp+1

)
for h → 0, provided that the function f is

sufficiently smooth, see Hairer, Nørsett, and Wanner [5, Chap. III.2].
In order to determine the leading h-term in d(t, h), we make use of the

variation-of-constants formula

u(t + `h) = e`hA u(t) +
∫ `h

0

e(`h−τ)A f(t + τ) dτ,

see also (3). We expand all occurrences of f in Taylor series at t and apply the
definition of the ϕ-functions (6). A comparison in powers of h finally yields
the following result.

Lemma 5. The order conditions for exponential multistep methods (7) are

k∑
`=0

α`(hA) e`hA = 0, (9a)

k∑
`=1

α`(hA) `q ϕq(`hA) =
k∑

`=0

β`(hA)
`q−1

(q − 1)!
, 1 ≤ q ≤ p, (9b)

where by definition `0 = 1 for ` = 0.

The first condition corresponds to the requirement that the exponential mul-
tistep method (7) is exact for the homogeneous equation u′(t) = A u(t). By
setting A = 0 in (9), the usual order conditions

k∑
`=0

α`(0) = 0,
k∑

`=1

α`(0) `q = q
k∑

`=0

β`(0) `q−1, 1 ≤ q ≤ p

for a linear multistep method with coefficients α`(0) and β`(0) follow, see
also [5, Chap. III.2].

4 Positivity and order barrier

In this section, we derive an order barrier for positive exponential multistep
methods. According to Bolley and Crouzeix [3], the numerical method (7) is
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said to be positive, if the numerical solution values un remain positive for all
n ≥ k, provided that the semigroup

(
etA

)
t≥0

, the function f , and further the
starting values u0, u1, . . . , uk−1 are positive. We note that the requirement of
positivity implies that the coefficients operators α`(hA) satisfy

−α`(hA) ≥ 0, 0 ≤ ` ≤ k − 1. (10)

We next give the main result of the paper.

Theorem 6. The order of a positive exponential k-step method is two at most.

Proof. Our main tools for the proof of Theorem 6 are the representation (7b)
of the coefficient functions as Laplace-Stieltjes transforms and further the
characterisation of positivity given in Section 2. We note that due to Corol-
lary 3, it is justified to work with the complex variable z instead of the linear
operator hA. For the characteristic function of the interval [r, s), we henceforth
employ the abbreviation

Y[r,s)(t) =

{
1 if r ≤ t < s,

0 else.

(i) We first show that the validity of the first order condition (9a) together
with the requirement (10) imply that the coefficient functions α` are of the
form

α`(z) = −µk−` e(k−`)z, µk−` ≥ 0, 0 ≤ ` ≤ k − 1, (11)

or, equivalently, that the associated functions a` are given by

a`(t) = −µk−` Y[k−`,∞)(t), µk−` ≥ 0, 0 ≤ ` ≤ k − 1. (12)

Inserting (7b) into (9a) and applying αk(z) = 1, we get

ekz = −
k−1∑
`=0

α`(z) e`z = −
k−1∑
`=0

∫ ∞

0

etz Y[`,∞)(t) da`(t− `)

and furthermore conclude

Y[k,∞)(t) = −
k−1∑
`=0

a`(t− `) Y[`,∞)(t). (13)

From (10) and Remark 4 we deduce that the function −α` is absolutely
monotonic and thus Theorem 2 shows that − a` is non-decreasing. Due to the
fact that a`(0) = 0, we finally obtain (12). For the following considerations,
accordingly to our choice αk(z) = 1, it is useful to define µ0 = − 1. As a
consequence, inserting (11) into (9a) we have

k∑
`=1

µ` = −µ0 = 1. (14)
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(ii) We next reformulate the order conditions in terms of the functions a`

and b` given by (7b). Inserting (11) into (9b), we have

−
k∑

`=1

µk−` `q e(k−`)z ϕq(`z) =
k∑

`=0

β`(z)
`q−1

(q − 1)!
, 1 ≤ q ≤ p.

Moreover, making use of the fact that

e(k−`)z ϕq(`z) =
1
`q

∫ ∞

0

etz (k − t)q−1

(q − 1)!
Y[k−`,k)(t) dt,

see (6) for the definition of ϕq, we obtain

− (k − t)q−1
k∑

`=1

µk−` Y[k−`,k)(t) =
k∑

`=0

`q−1b`(t), 1 ≤ q ≤ p. (15)

For the following considerations, it is convenient to employ the abbreviation

χj(t) = Y[0,j)(t)−
j−1∑
`=1

µ` Y[`,j)(t). (16)

Obviously, the support of the function χj is contained in the interval [0, j).
(iii) Exploiting the relations given above, we now show that the assump-

tion p ≥ 3 and the requirement of positivity, that is, the assumptions µ` ≥ 0
for 1 ≤ ` ≤ k and b`(t) ≥ 0 for any t ∈ R and 0 ≤ ` ≤ k, lead to a contradic-
tion. Regarding the order conditions (15), we introduce the following relations
for the functions b`

k∑
`=0

b`(t) = χj(t), (17a)

k∑
`=0

(` + j − k) b`(t) = (j − t) χj(t), (17b)

k∑
`=0

(` + j − k)2 b`(t) = (j − t)2 χj(t), (17c)

see also (16). Clearly, when setting j = k, we retain (15) with p = 3. Using
that the functions b` are positive, we infer from (17c) that the values2 at t = j
fulfil b`(j) = 0 for ` 6= k−j. Consequently, the derivatives satisfy b′`(j) ≤ 0 for
` 6= k−j. Taking the derivative of (17c) implies b′`(j) = 0 for ` 6= k−j. Further,
differentiating (17b) yields µj = 0 and thus χj = χj−1. Finally, taking suitable
linear combinations of (17) shows that the order conditions (17) also hold for
j − 1 in place of j. By induction, we therefore conclude µj = 0 for 1 ≤ j ≤ k
which contradicts (14). ut
2 Here and henceforth, all function evaluations are understood as left-sided limits.
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Remark 7. The order two barrier of Theorem 6 is sharp in the sense that
there exist positive second-order schemes. A simple example is given by the
exponential trapezoidal rule where k = 1, α0(z) = − ez, α1 = 1, β0 = ϕ1−ϕ2,
and β1 = ϕ2.

For analytic semigroups it is well-known that the order conditions (9b)
can be weakened, see e.g. [9]. Following the lines of [10] it can be shown that
an order two barrier holds in this case, too. For instance, the exponential
midpoint rule with k = 2, α0(z) = − e2z, α1 = 0, α2 = 1, β1(z) = 2 ϕ1(2z),
and β0 = β2 = 0 has weak order two and preserves positivity.
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