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Abstract.

In this paper, we consider a class of explicit exponential integrators that includes as
special cases the explicit exponential Runge–Kutta and exponential Adams–Bashforth
methods. The additional freedom in the choice of the numerical schemes allows, in
an easy manner, the construction of methods of arbitrarily high order with good sta-
bility properties. We provide a convergence analysis for abstract evolution equations
in Banach spaces including semilinear parabolic initial-boundary value problems and
spatial discretizations thereof. From this analysis, we deduce order conditions which in
turn form the basis for the construction of new schemes. Our convergence results are
illustrated by numerical examples.
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1 Introduction.

In the past few years, exponential time-integrators for semilinear problems

y′(t) = Ly(t) +N(t, y(t)), 0 ≤ t ≤ T, y(0) given,(1.1)

have attracted a lot of interest. They are particularly appealing in situations
where this differential equation comes from the spatial discretization of a partial
differential equation. Exponential integrators were for the first time considered
in the sixties and seventies of the last century. For a historical survey, we refer
to Minchev and Wright [15].
For exponential Runge–Kutta methods, a convergence analysis for parabolic
problems has recently been given by Hochbruck and Ostermann [10, 11]. The
stage order for explicit schemes, however, is at most one. For that reason, the
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construction of high-order methods is rather complicated, due to the large num-
ber of additional conditions required for stiff problems. On the other hand, the
convergence of exponential Adams-type methods has been studied in Calvo and
Palencia [5]. This class easily enables the construction of high-order schemes,
although the resulting methods are only weakly stable in the sense that all par-
asitic roots for y′ = 0 lie on the unit circle.
In the present paper, we are considering a class of explicit exponential inte-
grators that combines the benefits of exponential Runge–Kutta and exponential
Adams–Bashforth methods. There, it is possible to achieve high stage order
which facilitates the construction of high-order methods with favorable stability
properties for stiff problems. In addition, all methods included in our class are
zero-stable with parasitic roots equal to zero.
An outline of the paper is as follows: In Section 2, we introduce a class
of explicit exponential general linear methods based on the Adams–Bashforth
schemes and further give the stage order and quadrature order conditions. These
conditions form the basis for the construction of schemes of arbitrarily high or-
der for stiff problems. In Section 3, we state our hypotheses on the problem
class (1.1) employing the theory of sectorial operators in Banach spaces. In
particular, parabolic initial-boundary value problems are included in our frame-
work. The core of Section 3 is devoted to convergence estimates. Our main result
is Theorem 3.4 proving that, for sufficiently smooth solutions of (1.1), the order
of convergence is essentially min{P,Q+1}. Here, P and Q denote the quadrature
order and the stage order of the method, respectively. In Section 4, we exploit
the order conditions in a systematic way to construct new schemes. In particular,
we show that the class of two-stage methods of order p involving p − 1 steps is
uniquely determined up to a free parameter. Moreover, we derive a three-stage
two-step method of order 4. The favorable convergence properties of our methods
are illustrated in Section 5. In Section 6, we finally indicate how the convergence
analysis given extends to exponential integrators with variable stepsizes.
The functions introduced below are commonly associated with exponential
time differencing methods where the method coefficients are (linear) combina-
tions of these functions. As we will see in Section 4, they also naturally arise in
the construction of exponential general linear methods.

1.1 Exponential and related functions.

For integers j ≥ 0 and complex numbers z ∈ C, we define ϕj(z) through

ϕj(z) =

∫ 1
0

e(1−τ)z
τ j−1

(j − 1)!
dτ, j ≥ 1, ϕ0(z) = e

z.(1.2a)

Consequently, the recurrence relation

ϕj(z) =
1

j!
+ z ϕj+1(z), z ∈ C, j ≥ 0,(1.2b)

is valid.
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The following result provides an expansion of the solution of a linear differential
equation which is needed in the convergence analysis of Section 3.3.

Lemma 1.1. The exact solution of the initial value problem

y′(t) = Ly(t) + f(t), t ≥ tn, y(tn) given,

has the following representation

y(tn + τ) = e
τL y(tn) +

m−1∑
�=0

τ �+1ϕ�+1(τL) f
(�)(tn) +Rn(m, τ),

Rn(m, τ) =

∫ τ
0

e(τ−σ)L
∫ σ
0

(σ − ξ)m−1

(m− 1)!
f (m)(tn + ξ) dξ dσ, τ ≥ 0,

provided that the function f is sufficiently many times differentiable.

Proof. Substituting the Taylor series expansion of f

f(tn + σ) =
m−1∑
�=0

σ�

�!
f (�)(tn) + Sn(m,σ),

Sn(m,σ) =

∫ σ
0

(σ − ξ)m−1

(m− 1)!
f (m)(tn + ξ) dξ,

(1.3)

into the variation-of-constants formula

y(tn + τ) = e
τL y(tn) +

∫ τ
0

e(τ−σ)L f(tn + σ) dσ, τ ≥ 0,(1.4)

and applying the definition (1.2a) of the ϕ-functions yields the desired result.

2 Exponential general linear methods.

In this paper, we study a class of explicit exponential general linear methods
that in particular contains the exponential Runge–Kutta methods and the ex-
ponential Adams-type methods considered recently in the literature, see [3, 6,
11, 12, 13] and further [5]. As will be seen from the theoretical results and the
illustrations that follow in Sections 3–5, the extra freedom in the choice of the
numerical method allows the construction of high-order schemes that possess
favorable stability properties and exhibit no order reduction when applied to
parabolic problems.

2.1 Method class.

We study explicit exponential general linear methods for the autonomous prob-
lem

y′(t) = Ly(t) +N(y(t)), 0 ≤ t ≤ T, y(0) given.(2.1)
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For given starting values y0, y1, . . . , yq−1, the numerical approximation yn+1 at
time tn+1, n ≥ q − 1, is given by the recurrence formula

yn+1 = e
hL yn + h

s∑
i=1

Bi(hL)N(Yni) + h

q−1∑
k=1

Vk(hL)N(yn−k).(2.2a)

The internal stages Yni, 1 ≤ i ≤ s, are defined through

Yni = e
cihL yn + h

i−1∑
j=1

Aij(hL)N(Ynj) + h

q−1∑
k=1

Uik(hL)N(yn−k).(2.2b)

The method coefficient functions Aij(hL), Uik(hL), Bi(hL), and Vk(hL) are lin-
ear combinations of the exponential and related ϕ-functions, see Section 1.1. The
numerical scheme extends in an obvious way to non-autonomous problems (1.1)
by replacing N(Yni) with N(tn + cih, Yni) and N(yn−k) with N(tn−k, yn−k).

The preservation of equilibria of (2.1) is guaranteed under the following con-
ditions

s∑
i=1

Bi(hL) +

q−1∑
k=1

Vk(hL) = ϕ1(hL),

i−1∑
j=1

Aij(hL) +

q−1∑
k=1

Uik(hL) = ci ϕ1(cihL), 1 ≤ i ≤ s.

(2.3)

Moreover, these conditions also ensure the equivalence of our numerical meth-
ods for autonomous and non-autonomous problems. Throughout the paper, we
tacitly assume (2.3) to be satisfied. We further suppose U1k(hL) = 0, which
implies c1 = 0 and thus Yn1 = yn.

Table 2.1: The exponential general linear method (2.2) in tableau form.

c2 A21(hL) U21(hL) . . . U2,q−1(hL)
...

...
. . .

...
...

cs As1(hL) . . . As,s−1(hL) Us1(hL) . . . Us,q−1(hL)

B1(hL) . . . Bs−1(hL) Bs(hL) V1(hL) . . . Vq−1(hL)

The explicit exponential Runge–Kutta methods considered in Hochbruck and
Ostermann [11], see also [6, 7, 12, 13, 19], are contained in our method class (2.2)
by setting q = 1. The exponential Adams–Bashforth methods [3, 6, 16, 20] one
included in (2.2) by setting s = 1.
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2.2 Order conditions.

For deriving the order conditions for the method class (2.2), we assume the data
in (2.1) to be sufficiently regular. In particular, we require that the nonlinearity
evaluated at the exact solution f(t) = N(y(t)) is sufficiently often differentiable
with respect to t for 0 < t < T .

Substituting the exact solution values

ŷn = y(tn), Ŷni = y(tn + cih), 1 ≤ i ≤ s, n ≥ 0,(2.4)

into the numerical scheme (2.2) defines the defects of the internal stages

Dni = Ŷni − e
cihL ŷn − h

i−1∑
j=1

Aij(hL) f(tn + cjh)

− h
q−1∑
k=1

Uik(hL) f(tn−k), 1 ≤ i ≤ s,

(2.5a)

and the defect of the numerical solution

dn+1 = ŷn+1 − e
hL ŷn − h

s∑
i=1

Bi(hL) f(tn + cih)

− h
q−1∑
k=1

Vk(hL) f(tn−k), n ≥ q − 1.

(2.5b)

We next make use of the representation for the exact solution values given in
Lemma 1.1 and further expand the nonlinear term in a Taylor series, see (1.3).
This leads to the following expansions for the defects of the internal stages

Dni =

Q∑
�=1

h�Θ�i(hL) f
(�−1)(tn) +R

(Q)
ni ,

Θ�i(hL) = c
�
i ϕ�(cihL)−

i−1∑
j=1

c�−1j

(�− 1)!
Aij(hL)−

q−1∑
k=1

(−k)�−1

(�− 1)!
Uik(hL).

(2.6a)

Likewise, the numerical solution defect equals

dn+1 =
P∑
�=1

h� ϑ�(hL) f
(�−1)(tn) + r

(P )
n+1,

ϑ�(hL) = ϕ�(hL)−
s∑
i=1

c�−1i
(�− 1)!

Bi(hL)−
q−1∑
k=1

(−k)�−1

(�− 1)!
Vk(hL).

(2.6b)
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The remainders are defined through

R
(Q)
ni = Rn(Q, cih)− h

i−1∑
j=1

Aij(hL)Sn(Q, cjh)

− h
q−1∑
k=1

Uik(hL) Sn(Q,−kh),

r
(P )
n+1 =Rn(P, h)− h

s∑
i=1

Bi(hL)Sn(P, cih)− h
q−1∑
k=1

Vk(hL)Sn(P,−kh),

(2.6c)

see Lemma 1.1 for the definition of Rn and Sn.
The numerical scheme (2.2) is said to be of stage order Q and quadrature
order P if Dni = O(hQ+1) for 1 ≤ i ≤ s and dn+1 = O(hP+1). That is, requiring
Θ�i(hL) = 0 for 1 ≤ i ≤ s and 1 ≤ � ≤ Q as well as ϑ�(hL) = 0 for 1 ≤ � ≤ P ,
we obtain the order conditions

c�i ϕ�(cihL) =
i−1∑
j=1

c�−1j

(�− 1)!
Aij(hL)

+

q−1∑
k=1

(−k)�−1

(�− 1)!
Uik(hL), 1 ≤ i ≤ s, 1 ≤ � ≤ Q,

(2.7a)

ϕ�(hL) =
s∑
i=1

c�−1i
(�− 1)!

Bi(hL) +

q−1∑
k=1

(−k)�−1

(�− 1)!
Vk(hL), 1 ≤ � ≤ P.(2.7b)

Here, by definition c0i = 1 for all 1 ≤ i ≤ s.
In Section 3, we will show that the convergence order of explicit exponen-
tial general linear methods (2.2) when applied to parabolic problems (2.1) is
essentially p = min{P,Q + 1}. Therefore, it is desirable to construct numerical
schemes of high stage order.

3 Parabolic evolution equations.

In this section, we provide a convergence analysis for explicit exponential general
linear methods within the framework of abstract semilinear parabolic evolution
equations. For a thorough treatment of the theory of sectorial operators and
analytic semigroups, we refer to the monographs [8, 14, 18].

3.1 Analytical framework.

Let X be a complex Banach space endowed with the norm ‖·‖X and D ⊂ X
another densely embedded Banach space. For any 0 < ϑ < 1 we denote by Xϑ
some intermediate space between D = X1 and X = X0 such that the norm
in Xϑ fulfills the relation

‖x‖Xϑ ≤ C‖x‖
ϑ
D‖x‖

1−ϑ
X , x ∈ D, 0 < ϑ < 1,
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with a constant C > 0. Examples are real interpolation spaces, see Lunardi [14],
or fractional power spaces, see Henry [8].
We consider initial value problems of the form (2.1) where the right-hand side
of the differential equation is defined by a linear operator L : D → X and a
sufficiently regular nonlinear map

N : Xα → X : v �→ N(v), D ⊂ Xα ⊂ X, 0 ≤ α < 1.(3.1)

This requirement together with Hypothesis 3.1 renders (2.1) a semilinear para-
bolic problem.

Hypothesis 3.1. We assume that the closed and densely defined linear op-
erator L : D → X is sectorial. Thus, there exist constants a ∈ R, 0 < φ < π/2,
and M ≥ 1 such that L satisfies the resolvent condition

‖(λI − L)−1‖X←X ≤
M

|λ− a|
, λ ∈ C \ Sφ(a),(3.2)

on the complement of the sector Sφ(a) = {λ ∈ C : |arg(a − λ)| ≤ φ} ∪ {a}.
Moreover, we suppose that the graph norm of L and the norm in D are equivalent,
that is, the estimate

C−1‖x‖D ≤ ‖x‖X + ‖Lx‖X ≤ C‖x‖D, x ∈ D,(3.3)

is valid for a constant C > 0.

From the results in [8, 14, 18] it is well-known that the sectorial operator L is
the infinitesimal generator of an analytic semigroup (etL)t≥0 on the underlying
Banach space X. Precisely, for L : D→ X sectorial and any positive t the linear
operator etL : X → X is given by Cauchy’s integral formula

etL =
1

2πi

∫
Γ

eλ(λI − tL)−1 dλ, t > 0,(3.4)

with Γ denoting a path that surrounds the spectrum of L. Especially, if t = 0
one defines etL = I. By means of (3.2), it is shown that the estimate

‖tν−µetL‖Xν←Xµ ≤ C, 0 ≤ t ≤ T, 0 ≤ µ ≤ ν ≤ 1,(3.5)

is valid with a constant C > 0, see [14, Prop. 2.3.1]. Furthermore, for the func-
tions defined in (1.2) the same type of bound

∥∥tν−µϕ�(tL)∥∥Xν←Xµ ≤ C, 0 ≤ t ≤ T, 0 ≤ µ ≤ ν ≤ 1,(3.6)

follows for every � ≥ 1.

Remark 3.2. Under the assumption that the nonlinear map N in (3.1) is
locally Lipschitz-continuous

‖N(v)−N(w)‖X ≤ C(
) ‖v − w‖Xα , ‖v‖Xα + ‖w‖Xα ≤ 
,(3.7)
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the existence and uniqueness of a local solution of the semilinear parabolic prob-
lem (2.1), with initial value y(0) ∈ Xα, is guaranteed. Moreover, the solution is
represented by the variation-of-constants formula (1.4), see [8, Sect. 3.3].

The following example can be cast into our abstract framework of semilinear
parabolic problems. For simplicity and in view of our numerical experiments, we
restrict ourselves to one space dimension. Accordingly to Henry [8], Xϑ denotes
a fractional power space.

Example 3.3. We consider the following initial-boundary value problem for
a real-valued function Y : [0, 1] × [0, T ] → R comprising a semilinear partial
differential equation subject to a homogeneous Dirichlet boundary condition
and an additional initial condition

∂tY (x, t) = L (x)Y (x, t) + f(x, Y (x, t), ∂xY (x, t)),

Y (0, t) = 0 = Y (1, t), Y (x, 0) = Y0(x), 0 ≤ x ≤ 1, 0 ≤ t ≤ T.
(3.8a)

Here, the second-order strongly elliptic differential operator

L (x) = α(x) ∂xx + β(x) ∂x + γ(x)(3.8b)

involves the coefficients α, β, γ : [0, 1] → R which we require to be sufficiently
smooth, and, in particular, α(x) has to be positive and bounded away from 0.
Besides, we suppose the function f to be regular in all variables and to satisfy
a certain growth condition in the third argument, see Henry [8, Example 3.6].
By defining a linear operator L and a map N through

(Lv)(x) = L (x) v(x), (N(v))(x) = f(x, v(x), ∂xv(x)), v ∈ C∞0 (0, 1),

the above initial-boundary value problem takes the form of an initial value prob-
lem (2.1) for (y(t))(x) = Y (x, t). The results in [8] imply that L, when considered
as an unbounded operator on the Hilbert space X = L2(0, 1), satisfies Hypoth-
esis 3.1 with D = H2(0, 1) ∩H10 (0, 1). Further, a suitable choice for the domain
of the nonlinearity is the Sobolev space Xα = X1/2 = H

1
0 (0, 1).

3.2 Global error relation.

Under the requirements of Section 3.1 on the initial value problem (2.1), we ana-
lyze the convergence behavior of the method class (2.2). We start with deriving
a useful relation for the global error.
The errors of the numerical solution values and the internal stages, respectively,
are defined through

en = ŷn − yn, Eni = Ŷni − Yni, 1 ≤ i ≤ s,

see (2.4). Moreover, we introduce the abbreviations

∆Nn = N(ŷn)−N(yn), ∆Nni = N(Ŷni)−N(Yni), 1 ≤ i ≤ s.
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Comparing formulas (2.2) and (2.5), we receive for n ≥ q − 1

Eni = e
cihLen + h

i−1∑
j=1

Aij(hL)∆Nnj + h

q−1∑
k=1

Uik(hL)∆Nn−k +Dni,(3.9a)

en+1 = e
hLen + h

s∑
i=1

Bi(hL)∆Nni + h

q−1∑
k=1

Vk(hL)∆Nn−k + dn+1.(3.9b)

Resolving the recurrence formula for en leads to

en = e
(tn−tq−1)Leq−1 +

n∑
�=q

e(tn−t�)Ld� + h
n−1∑
�=q−1

e(tn−t�+1)L

×

( s∑
i=1

Bi(hL)∆N�i +

q−1∑
k=1

Vk(hL)∆N�−k

)
, n ≥ q − 1.

(3.10)

In Section 3.3, we exploit the above error relation under certain requirements on
the order of the method and the smoothness properties of the nonlinearity.

3.3 Convergence estimates.

Throughout, we employ the assumption that the starting values y0, y1, . . . , yq−1
have been computed using some starting procedure and that they belong to Xα.
Further, we suppose that the method coefficients are sufficiently regular and
satisfy

‖Aij(hL)‖Xν←Xµ + ‖Bi(hL)‖Xν←Xµ + ‖Uik(hL)‖Xν←Xµ

+ ‖Vk(hL)‖Xν←Xµ ≤ Ch
−ν+µ, h > 0, 0 ≤ µ ≤ ν ≤ 1.

(3.11)

In particular, the exponential general linear methods considered in Section 4
fulfill these requirements, see (1.2) and (3.6). As before, we set f(t) = N(y(t))
and denote ‖f‖Xϑ,∞ = max{‖f(t)‖Xϑ : 0 ≤ t ≤ T} for 0 ≤ ϑ ≤ 1.
It is straightforward to deduce the following convergence result from the global
error relation (3.10).

Theorem 3.4. Under the requirements of Hypothesis 3.1, assume that the
explicit exponential general linear method (2.2) applied to the initial value prob-
lem (2.1) satisfies (3.11) and further fulfills the order conditions (2.7). Suppose
that f (Q)(t) ∈ Xβ for some 0 ≤ β ≤ α and f (P )(t) ∈ X. Then, for stepsizes
h > 0 the estimate

‖y(tn)− yn‖Xα ≤ C
q−1∑
�=0

‖y(t�)− y�‖Xα + Ch
Q+1−α+β sup

0≤t≤tn

‖f (Q)(t)‖Xβ

+ ChP sup
0≤t≤tn

‖f (P )(t)‖X , tq ≤ tn ≤ T,

holds with a constant C > 0 independent of n and h.
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Proof. We estimate (3.10) in the domain of the nonlinear term and obtain

‖en‖Xα ≤ ‖e
(tn−tq−1)L‖Xα←Xα‖eq−1‖Xα +

∥∥∥
n∑
�=q

e(tn−t�)Ld�

∥∥∥
Xα

+ h
n−1∑
�=q−1

s∑
i=1

∥∥e(tn−t�+1)LBi(hL)∥∥Xα←X‖∆N�i‖X

+ h
n−1∑
�=q−1

q−1∑
k=1

∥∥e(tn−t�+1)L Vk(hL)∥∥Xα←X‖∆N�−k‖X .

Consequently, using the bound (3.5) for the analytic semigroup, relation (3.11)
and the Lipschitz-property (3.7), we receive

‖en‖Xα ≤ C‖eq−1‖Xα +
∥∥∥
n∑
�=q

e(tn−t�)Ld�

∥∥∥
Xα

+ Ch
n−1∑
�=q−1

(tn − t�)
−α

( s∑
i=1

‖E�i‖Xα +
q−1∑
k=1

‖e�−k‖Xα

)
.

(3.12)

For the error of the internal stages (3.9a), measured in the norm of Xα, we have

‖E�i‖Xα ≤ ‖e
cihL‖Xα←Xα‖e�‖Xα + h

i−1∑
j=1

‖Aij(hL)‖Xα←X‖∆N�j‖X

+ h

q−1∑
k=1

‖Uik(hL)‖Xα←X‖∆N�−k‖X + ‖D�i‖Xα .

Using again (3.5), (3.7), and (3.11), the bound

‖E�i‖Xα ≤ C‖e�‖Xα + Ch
1−α

i−1∑
j=1

‖E�j‖Xα + Ch
1−α

q−1∑
k=1

‖e�−k‖Xα + ‖D�i‖Xα

and therefore the estimate

‖E�i‖Xα ≤ C‖e�‖Xα + Ch
1−α

q−1∑
k=1

‖e�−k‖Xα + C
i∑
j=1

‖D�j‖Xα

follows. The constant C > 0 in particular depends on T , but is independent of h.
Inserting this relation into (3.12), leads to

‖en‖Xα ≤ C‖eq−1‖Xα + Ch
n−1∑
�=0

(tn − t�)
−α‖e�‖Xα

+ Ch
n−1∑
�=q−1

s∑
i=1

(tn − t�)
−α‖D�i‖Xα +

∥∥∥
n∑
�=q

e(tn−t�)Ld�

∥∥∥
Xα
.

(3.13)
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It remains to estimate the terms involving the defects (2.6). From the assumption

that the stage order conditions (2.7a) are fulfilled, it follows D�i = R
(Q)
�i for

1 ≤ i ≤ s. Therefore, provided that the Q-th order derivative of the map f is
bounded in Xβ , by (3.5) and (3.11), we obtain

∥∥R(Q)�i
∥∥
Xα
≤ ‖R�(Q, cih)‖Xα + h

i−1∑
j=1

‖Aij(hL)‖Xα←Xβ‖S�(Q, cjh)‖Xβ

+ h

q−1∑
k=1

‖Uik(hL)‖Xα←Xβ‖S�(Q,−kh)‖Xβ

≤ ChQ+1−α+β‖f (Q)‖Xβ ,∞, 1 ≤ i ≤ s,

see also (2.6c) and Lemma 1.1. Moreover, the validity of the order condi-

tions (2.7b) implies d� = r
(P )
� . It then holds

∥∥r(P )�
∥∥
X
≤ ‖R�−1(P, h)‖X + h

s∑
i=1

‖Bi(hL)‖X←X‖S�−1(P, cih)‖X

+ h

q−1∑
k=1

‖Vk(hL)‖X←X‖S�−1(P,−kh)‖X

≤ ChP+1‖f (P )‖X,∞.

Similarly, we obtain ‖r(P )n ‖Xα ≤ Ch
P+1−α‖f (P )‖X,∞. Thus, a direct estimation

of the last sum in (3.13) gives

n−1∑
�=q

‖e(tn−t�)L‖Xα←X
∥∥r(P )�

∥∥
X
+
∥∥r(P )n ∥∥Xα ≤ ChP+1

n−1∑
�=q

(tn − t�)
−α ‖f (P )‖X,∞.

(3.14)

We insert the above estimates in (3.13) and interprete the arising sums as Rie-
mann-sums and bound it by the corresponding integrals. From a Gronwall-type
inequality with a weakly singular kernel, see [4, 17], the result follows.

The example methods given in Section 4 comprise explicit exponential general
linear methods with high stage order Q = P−1. In many practical examples, the
exact solution of (2.1) and the map N defining the nonlinearity are sufficiently
often differentiable. That is, the assumptions f (P )(t) ∈ X and f (P−1)(t) ∈ Xα
are fulfilled for all 0 ≤ t ≤ T . Therefore, the convergence order predicted by
Theorem 3.4 is p = P . This result is also confirmed by the numerical examples
presented in Section 5.

Remark 3.5. Let α = 0 and L be the generator of a C0-semigroup, see [18].
Then, the bound ‖ϕj(tL)‖X←X ≤ C is valid for finite times 0 ≤ t ≤ T and
any j ≥ 0. Returning to the above proof shows that the convergence estimate of
Theorem 3.4 remains valid for C0-semigroups with the choice β = 0.
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The following result shows that for parabolic problems it suffices to satisfy,
instead of (2.7b), the weakened quadrature order conditions

ϕ�(hL) =
s∑
i=1

c�−1i
(�− 1)!

Bi(hL) +

q−1∑
k=1

(−k)�−1

(�− 1)!
Vk(hL), 1 ≤ � ≤ P − 1,

1

P
=

s∑
i=1

cP−1i Bi(0) +

q−1∑
k=1

(−k)P−1 Vk(0),

(3.15)

to obtain the full convergence order p = P . That is, the condition where � = P
is fulfilled for L = 0, but not necessarily for arbitrary arguments, see also (1.2).

Theorem 3.6. Assume that the requirements of Hypothesis 3.1 are valid and
that the explicit exponential general linear method (2.2) fulfills (3.11). Further,
suppose that the stage order conditions (2.7a) and the weak quadrature order
conditions (3.15) are valid for Q = P − 1 and that 0 ≤ β ≤ α. Then, for
stepsizes h > 0 the estimate

‖y(tn)− yn‖Xα ≤ C
q−1∑
�=0

‖y(t�)− y�‖Xα + Ch
P−α+β sup

0≤t≤tn

‖f (P−1)(t)‖Xβ

+ ChP sup
0≤t≤tn

‖f (P )(t)‖X , tq ≤ tn ≤ T,

holds with a constant C > 0 independent of n and h, provided that the quantities
on the right-hand side are well-defined.

Proof. The derivation of the above result follows the lines of the proof of
Theorem 3.4. For simplicity, we assume β = α. It suffices to derive a refined
bound for the last sum in (3.13) involving the numerical solution defects d�.
Under the weak order conditions (3.15), the representation

d� = h
P s
(P )
� + r

(P )
� , s

(P )
� = ϑP (hL) f

(P−1)(t�−1),

is valid, see (2.6). The remainder is estimated in the same way as before and
yields a contribution of ChP ‖f (P )‖X,∞ in the convergence bound, see (3.14). We
need to show that the sum

S =
n∑
�=q

e(tn−t�)L s
(P )
� ,

when measured in the norm of Xα, is bounded by a constant. For that purpose,
we employ Abel’s partial summation formula to obtain the identity

S = En s
(P )
n − Eq−1 s

(P )
q −

n−1∑
�=q

E�
(
s
(P )
�+1 − s

(P )
�

)
, E� =

�∑
j=0

e(tn−tj)L.
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We notice that the second condition in (3.15) implies ϑP (0) = 0, and, by
Cauchy’s integral formula (3.4), we further receive ϑP (hL) = hLψ(hL). In par-
ticular, if the method coefficients are (linear) combinations of the ϕ-functions,
the linear operator ψ is bounded on X. The bound

‖hL E�ψ(hL)‖Xν←Xµ ≤ ‖e
(tn−t�)L‖Xν←Xµ

∥∥∥∥hL
�∑
j=0

e(t�−tj)L ψ(hL)

∥∥∥∥
Xµ←Xµ

≤ C(tn − t�)
−ν+µ, q − 1 ≤ � < n, 0 ≤ µ ≤ ν < 1,

follows by Cauchy’s integral formula, see also [10, Lemma1.1]. Further, it holds

‖hL Enψ(hL)‖Xν←Xµ ≤ Ch
−ν+µ, 0 ≤ µ ≤ ν < 1.

As a consequence, we obtain the estimate

‖S‖Xα ≤ ‖hL Enψ(hL)‖Xα←Xα
∥∥f (P−1)(tn−1)∥∥Xα

+ ‖hL Eq−1 ψ(hL)‖Xα←Xα
∥∥f (P−1)(tq−1)∥∥Xα

+
n−1∑
�=q

‖hL E�ψ(hL)‖Xα←X

∫ h
0

∥∥f (P )(t�−1 + ξ)∥∥X dξ
≤C‖f (P−1)‖Xα,∞ + C‖f

(P )‖X,∞

which yields the desired result.

4 Example methods.

In this section, we construct explicit exponential general linear methods (2.2)
which have a favorable convergence behavior. We mainly focus on two-stage
schemes with stage order Q = P − 1 where by Theorem 3.4 the full conver-
gence order p = P is ensured for abstract evolution equations. In Section 5, the
schemes are tested numerically on a semilinear parabolic initial-boundary value
problem. Further, a table comparing the computational effort of various expo-
nential integrators is included there, see Table 5.1. Among others, we count the
number of evaluations of the nonlinear map N required at each step. However,
by making use of the previous steps, the number of function evaluations can be
reduced considerably.
Henceforth, for notational simplicity, we set z = hL and ϕij = ϕi(cjz). As
well, we occasionally omit the argument in the method coefficient functions and
write Aij = Aij(z) etc.

4.1 Two-stage schemes.

We first discuss explicit exponential general linear methods (2.2) with s = 2.
Requiring the quadrature order and stage order conditions (2.7) to be fulfilled
for q + 1 = p = P = Q + 1 determines the coefficients of the numerical scheme
up to a free parameter, as the following result shows.
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Theorem 4.1. For any 0 < c2 ≤ 1 there exists a unique explicit exponen-
tial general linear method of the form (2.2) with two stages and q steps that is
convergent of order p = q + 1 for abstract parabolic problems (2.1).

Proof. The stage order conditions (2.7a) yield the following linear equations
in the unknowns A21 and U2k

A21 +

p−2∑
k=1

U2k = c2 ϕ12,

p−2∑
k=1

(−k)�−1

(�− 1)!
U2k = c

�
2 ϕ�2, 2 ≤ � ≤ p− 1.

As this system is of Vandermonde form, it possesses a unique solution which
depends on 0 < c2 ≤ 1. Similarly, the order conditions (2.7b)

B1 + B2 +

p−2∑
k=1

Vk = ϕ1,
c�−12
(�− 1)!

B2 +

p−2∑
k=1

(−k)�−1

(�− 1)!
Vk = ϕ�, 2 ≤ � ≤ p,

uniquely determine the coefficient functions Bi and Vk. By Theorem 3.4, the
order of convergence for abstract evolution equations (2.1) equals p, provided
that the nonlinear term f satisfies suitable regularity assumptions.

To minimize the number of ϕ-function evaluations, we choose to set the par-
ameter c2 = 1. The resulting methods EGLMpsq can be considered as general-
izations of the PEC schemes using an exponential Adams–Bashforth predictor
of order p− 1 and an exponential Adams–Moulton corrector of order p.
Order 2. To achieve order two, one has to satisfy the order conditions given in
the proof of Theorem 4.1 with p = 2. To this set of equations, the uniquely de-
termined solution is an exponential Runge–Kutta method with coefficients given
in Table 4.1. The scheme EGLM221 requires three ϕ-function evaluations, four
matrix-vector products, and two function evaluations of the nonlinear map N ,
provided that the values of the previous step are available.

Table 4.1: Coefficients of EGLM221 (left) and EGLM322 (right) for c2 = 1.

1 ϕ1

ϕ1 − ϕ2 ϕ2

1 ϕ1 + ϕ2 −ϕ2

ϕ1 − 2ϕ3
1
2 ϕ2 + ϕ3 − 12 ϕ2 + ϕ3

Order 3. For convergence of order p = 3, the resulting two-stage two-step
method EGLM322 requires four ϕ-function evaluations, six matrix-vector prod-
ucts, and two new function evaluations, see Table 4.1.
Order 4. The two-stage three-step method EGLM423 with coefficients given in
Table 4.2 is convergent of order p = 4 and requires five ϕ-function evaluations,
eight matrix-vector products, and two function evaluations.

Table 4.2: Coefficients of EGLM423 for c2 = 1.

1 ϕ1 +
3
2 ϕ2 + ϕ3 − 2ϕ2 − 2ϕ3

1
2 ϕ2 + ϕ3

ϕ1 +
1
2 ϕ2 − 2ϕ3 − 3ϕ4

1
3 ϕ2 + ϕ3 + ϕ4 −ϕ2 + ϕ3 + 3ϕ4

1
6 ϕ2 − ϕ4
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A Maple code for generating the coefficients of the schemes eglmpsq in-
volving s = 2 stages and q = p − 1 steps is downloadable from the webpage
http://www.math.ntnu.no/num/expint/.

4.2 Schemes involving s ≥ 3 stages.

For explicit exponential general linear methods (2.2) involving s ≥ 3 stages,
contrary to two-stage schemes, there is some freedom available in the choice of
the method. This makes it feasible to suitably weight desirable properties of
the numerical scheme such as stability, small error coefficients, the number of
ϕ-function evaluations, matrix-vector products, or function evaluations. Another
possibility would be to use the extra freedom available to increase the conver-
gence order of the scheme. This involves a thorough investigation of the global
error (3.10) in the lines of Hochbruck and Ostermann [11] which is beyond the
scope of the present work.
For the purpose of illustration, however, we briefly describe the construction of
a scheme involving s = 3 stages and q = 2 steps. For simplicity, we now assume
that the nonlinear mapN defining the right-hand side of the differential equation
in (2.1) is defined on Xα = X, see (3.1). We require the weak quadrature order
conditions (3.15) and the stage order conditions (2.7a) to be fulfilled for P = 4
and Q = 2. This implies that the defects of the internal stages are of the form

Dni = h
3Θ3i(hL) f

′′(tn) +R
(4)
ni ,

Θ3i(hL) = c
3
i ϕ3(cihL)−

i−1∑
j=1

c2j
2
Aij(hL)−

1
2 Ui1(hL),

see (2.6). A suitable relation for the error of the internal stages (3.9a) to-
gether with Taylor series expansions of the nonlinearity finally shows that the
error (3.10), when measured in X, is bounded by Ch4 provided that the term

s∑
i=1

Bi(hL)N
′(yn)Θ3i(hL)

vanishes. Altogether, the conditions for the order of convergence p = 4 with
respect to the norm in X are

i−1∑
j=1

c�−1j

(�− 1)!
Aij(hL) +

(−1)�−1

(�− 1)!
Ui1(hL) = c

�
i ϕ�(cihL), 1 ≤ � ≤ 2,(4.1a)

3∑
i=1

c�−1i
(�− 1)!

Bi(hL) +
(−1)�−1

(�− 1)!
V1(hL) = ϕ�(hL), 1 ≤ � ≤ 3,(4.1b)

3∑
i=2

Bi(hL)J Θ3i(hL) = 0,(4.1c)

3∑
i=1

c3i Bi(0)− V1(0) =
1
4 ,(4.1d)

where J is an arbitrary and bounded linear operator on X.
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We note that it is not possible to achieve Θ32 = 0. Therefore, in order to
satisfy condition (4.1c), we set B2 = κB3 for a scalar κ. Inserting this ansatz
into (4.1c) results in B3 J (κΘ32 + Θ33) = 0. This condition can be satisfied
either by setting κ = 0 or by choosing c2 = c3. In view of the computational
effort required, we fulfill both which gives B2 = 0 and c2 = c3 = 7/10. We refer
to the resulting scheme as EGLM432. It requires eight ϕ-function evaluations,
eight matrix-vector products, and three function evaluations.
We conclude this subsection with a brief remark on exponential generalized
Runge–Kutta–Lawson methods which provided the initial motivation for consid-
ering exponential general linear methods of the form (2.2), see also [13, 15]. The
basic idea for constructing these schemes is to replace the nonlinear part by an
interpolation polynomial and to perform the Lawson transformation involving
the exponential function. Then, a classical explicit Runge–Kutta method is used
on the transformed problem and the obtained numerical solution is finally trans-
formed back into the original variable. However, the resulting numerical schemes
are inferior to methods constructed directly from the order conditions.
As an example, we mention the four-stage three-step scheme GLRK34 which
satisfies the order conditions (2.7) with Q = P = 3 and the weakened quadrature
order conditions (3.15) for P = 4. Thus, the order of convergence is p = 4.
AMaple code to generate the coefficients of the generalized Lawson methods is
downloadable from the website http://www.math.ntnu.no/num/expint/. The
numerical experiments in Section 5 show that GLRK34 is not competitive with
EGLM432 when comparing the computational effort and the size of the error.

4.3 Multistep schemes.

We conclude this section on example methods with a remark on explicit expo-
nential multistep methods that are contained in our method class (2.2) by setting
s = 1. Under the requirements q = p = P = Q + 1, the order conditions (2.7)
simplify as follows

B1 +

p−1∑
k=1

Vk = ϕ1,

p−1∑
k=1

(−k)�−1 Vk = (�− 1)!ϕ�, 2 ≤ � ≤ p,

and uniquely define the coefficients of the method. An alternative way for de-
riving these schemes is to represent the exact solution of (2.1) by means of the
variation-of-constants formula

y(tn+1) = e
hL y(tn) +

∫ h
0

e(h−τ)LN(y(tn + τ)) dτ

and to replace the nonlinear map N with the interpolation polynomial through
the points (tn−i, N(yn−i)) for 0 ≤ i ≤ q−1. Such exponential Adams–Bashforth
methods were considered in [3, 6, 16, 20]. As an illustration, we include the
four-step method EGLM414

yn+1 = e
hL yn + hB1(hL)N(yn) + hV1(hL)N(yn−1)

+ hV2(hL)N(yn−2) + hV3(hL)N(yn−3),
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with coefficient functions

B1 = ϕ1 +
11
6 ϕ2 + 2ϕ3 + ϕ4, V1 = − 3ϕ2 − 5ϕ3 − 3ϕ4,

V2 =
3
2 ϕ2 + 4ϕ3 + 3ϕ4, V3 = −

1
3 ϕ2 − ϕ3 − ϕ4,

that is convergent of order p = 4 for abstract evolution equations and requires five
ϕ-function evaluations, five matrix-vector products, and one function evaluation.
The exponential multistep schemes studied in Calvo and Palencia [5] are in-
stead based on the following representation of the exact solution

y(tn+1) = e
qhL y(tn−q+1) +

∫ qh
0

e(qh−τ)LN(y(tn−q+1 + τ)) dτ.

For instance, the four-step method which we refer to as EMAM4

yn+1 = e
4hL yn−3 + hB1(4hL)N(yn) + hV1(4hL)N(yn−1)

+ hV2(4hL)N(yn−2) + hV3(4hL)N(yn−3),

with coefficient functions

B1 =
16
3 ϕ2 − 64ϕ3 + 256ϕ4, V1 = − 24ϕ2 + 256ϕ3 − 768ϕ4,

V2 = 48ϕ2 − 320ϕ3 + 768ϕ4, V3 = 4ϕ1 −
88
3 ϕ2 + 128ϕ3 − 256ϕ4,

retains the full convergence order p = 4 for semilinear parabolic problems (2.1)
and requires the same computational effort as the fourth-order scheme EGLM414.
We note that the exponential Adams–Bashforth methods are zero-stable with
parasitic roots equal to zero. They have thus superior stability properties com-
pared to the methods considered in [5] which are only weakly stable in the sense
that all parasitic roots for y′ = 0 lie on the unit circle.

5 Numerical experiments.

In this section, we illustrate the theoretical results given in Section 3.3 on the
convergence behavior of explicit exponential general linear methods for abstract
evolution equations. As a test problem, we choose a one-dimensional semilinear
parabolic initial-boundary value problem.

Problem 5.1 (Parabolic problem). We consider the following parabolic
differential equation under a homogeneous Dirichlet boundary condition

∂tY (x, t) = ∂xx Y (x, t) − Y (x, t) ∂xY (x, t) + Φ(x, t),

Y (0, t) = Y (1, t) = 0, Y (x, 0) = x(1− x), 0 ≤ x ≤ 1, 0 ≤ t ≤ T,

where Φ is chosen such that the exact solution is Y (x, t) = x(1− x) et.
As in Example 3.3, the above initial-boundary value problem is written as an
abstract initial value problem of the form (1.1) for (y(t))(x) = Y (x, t) with linear
operator L and nonlinearity N defined by

(Lv)(x) = ∂xx v(x), (N(t, v))(x) = − v(x) ∂xv(x) + Φ(x, t),
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Table 5.1: Computational effort of various exponential integrators (order of convergence
p for Problem 5.1, quadrature order P , stage order Q, number of stages s, number of
steps q, number of distinct ϕ-functions needed to be evaluated, number of required
matrix-vector products, number of (new) function evaluations of the nonlinear map N
per step).

method p P Q s q #ϕ #vec #fun

EGLM221 2 2 1 2 1 3 4 2

EGLM322 3 3 2 2 2 4 6 2

EMAM4 4 4 3 1 4 5 5 1

EGLM414 4 4 3 1 4 5 5 1

EGLM423 4 4 3 2 3 5 8 2

EGLM432 4− γ 4 (weak) 2 3 2 8 8 3

ERKM4 4− γ 4 (weak) 1 5 1 8 13 5

GLRK34 4 4 (weak) 3 4 3 8 16 4

for v ∈ C∞0 (0, 1). A suitable choice for the underlying Banach space is the Hilbert
space X = L2(0, 1). Then, it holds D = H2(0, 1) ∩H10 (0, 1) and the domain of
the nonlinearity N is equal to [0, T ]×Xα where Xα = X1/2 = H

1
0 (0, 1), see also

Henry [8, Sect. 3.3].
We note that, accordingly to Lunardi [14, Sect. 7.3], an alternative choice
is X = C (0, 1), D = C 20 (0, 1), and Xα = X1/2 = C 10 (0, 1). Here, we denote

C k0 (0, 1) = {v ∈ C k(0, 1) : v(0) = 0 = v(1)} for k = 1, 2.
In order to solve Problem 5.1 numerically, we use a spatial discretization by
standard finite differences of grid length ∆x = (M + 1)−1 with M = 200.
For various explicit exponential general linear methods discussed in Section 4,
the resulting system of ordinary differential equations is integrated up to time
T = 1. The numerical convergence orders with respect to a discrete Xα-norm
are determined from the exact and numerical solution values.
The numerically observed convergence orders for the explicit exponential gen-
eral linear methods are in exact agreement with the values expected from the
theoretical results given in Section 3.3. For example, the schemes EGLM423,
EGLM414, and GLRK34 show full order p = 4, see Figures 5.1–5.2.
We point out that the scheme EGLM432 discussed in Section 4.2 and as well the
exponential Runge–Kutta method ERKM4 considered in [11, Eq. (5.19)] suffer
from a slight order reduction. The convergence order with respect to a discrete
H10 -norm is approximately p = 4− γ with γ = 1/4. When the error is measured
in a discrete C 10 -norm, an additional order reduction down to approximately
p = 4− γ with γ = 1/2 is encountered. These fractional orders can be explained
using arguments as in [11, Sect. 6].
In the following example, we illustrate the convergence behavior of our method
class for an evolution equation which is governed by a C0-semigroup.
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Figure 5.1: The numerically observed convergence orders of various explicit exponential
integrators when applied to Problem 5.1. The error measured in a discrete H10 -norm is
plotted versus the time stepsize.

Figure 5.2: The numerically observed convergence orders of various explicit exponential
integrators when applied to Problem 5.1. The error measured in a discrete C 10 -norm is
plotted versus the time stepsize.

Problem 5.2 (Hyperbolic problem). We consider the hyperbolic initial-
boundary value problem

i ∂tY (x, t) = ∂xx Y (x, t) +
1

1 + Y (x, t)2
+Φ(x, t),

Y (0, t) = Y (1, t) = 0, Y (x, 0) = x(1− x), 0 ≤ x ≤ 1, 0 ≤ t ≤ 1,

as abstract initial value problem on X = L2(0, 1). The function Φ is determined
such that the exact solution equals Y (x, t) = x(1− x) et.
As before, we use standard finite differences of grid length ∆x = (M + 1)−1

with M = 200 to discretize the problem in space. The obtained values for the
error between the numerical and exact solution, measured in a discrete L2-norm,
are displayed in Figure 5.3.
We note that the exact solution has bounded time derivatives of moderate
size. We are therefore in the situation of Remark 3.5, and, in particular, the
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Figure 5.3: The numerically observed convergence orders of various explicit exponential
integrators when applied to Problem 5.2. The error measured in a discrete L2-norm is
plotted versus the time stepsize.

Figure 5.4: The numerically observed convergence orders of the two-stage schemes
EGLMp2q with q = p− 1 steps of orders 2 ≤ p ≤ 6 when applied to Problem 5.1 (left)
and Problem 5.2 (right). The error measured in a discrete C 10 -norm and L

2-norm,
respectively, is plotted versus the time stepsize.

error bound of Theorem 3.4 applies with α = β = 0. The observed convergence
orders confirm the theoretically predicted values.

We conclude this section with an additional numerical experiment where we
illustrate the error behavior of the exponential methods EGLMpsq with s = 2
stages and q = p − 1 steps of order p for the above test problems, see Fig-
ure 5.4.

Due to the special structures of the above test problems, Fourier techniques
are applicable for the numerical implementation of the ϕ-functions. We there-
fore used this approach in our numerical experiments. In more general situations
where spectral techniques do not apply, matrix functions can be computed by
subspace methods such as Krylov subspace techniques, see [9] and references
cited therein. If the dimension of the involved matrices is moderate, an alterna-
tive implementation of the ϕ-functions is provided by the MATLAB package [2],
downloadable from the website http://www.math.ntnu.no/num/expint/.
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6 Extension to variable stepsizes.

In this section, we briefly indicate how the techniques employed in this paper
extend to variable stepsizes.
We let (hj)j≥0 be a sequence of positive stepsizes and define the associated
grid points through tj+1 = tj + hj for j ≥ 0, where t0 = 0. The stepsize ratios
(ωj)j≥1 are given by hj = ωjhj−1. As described in Section 4.3, a generic tool
for the construction of numerical methods for (2.1) is the variation-of-constants
formula

y(tn+1) = e
hnL y(tn) +

∫ hn
0

e(hn−τ)LN(y(tn + τ)) dτ,(6.1)

together with a replacement of the nonlinear term by some interpolation poly-
nomial.
To keep the presentation simple, we illustrate the basic ideas by an explicit
exponential integrator involving two stages and two steps. This generalizes the
scheme EGLM322 of Section 4.1 to variable stepsizes. In order to determine
the internal stage Yn2, we replace N in (6.1) with the polynomial through
(tn−1, N(yn−1)) and (tn, N(yn)). Integration yields

Yn2 = e
hnL yn + hnA

(n)
21 (hnL)N(yn) + hn U

(n)
21 (hnL)N(yn−1),

A
(n)
21 = ϕ1 + ωn ϕ2, U

(n)
21 = −ωn ϕ2.

Similarly, we obtain the numerical solution value

yn+1 = e
hnL yn + hnB

(n)
1 (hnL)N(yn) + hnB

(n)
2 (hnL)N(Yn2)

+ hn V
(n)
1 (hnL)N(yn−1),

B
(n)
1 = A

(n)
21 − (ϕ2 + 2ωn ϕ3), B

(n)
2 =

1

1 + ωn
(ϕ2 + 2ωn ϕ3),

V
(n)
1 = U

(n)
21 +

ωn

1 + ωn
(ϕ2 + 2ωn ϕ3) ,

by interpolating through the above points and (tn+1, N(Yn2)).
More generally, we allow explicit exponential general linear methods with co-
efficients depending on several subsequent stepsize ratios

yn+1 = e
hnL yn + hn

s∑
i=1

B
(n)
i (hnL)N(Yni) + hn

q−1∑
k=1

V
(n)
k (hnL)N(yn−k),

Yni = e
cihnL yn + hn

i∑
j=1

A
(n)
ij (hnL)N(Ynj) + hn

q−1∑
k=1

U
(n)
ik (hnL)N(yn−k),

see also (2.2). Provided that the stepsize ratios are bounded from above and
below, that is, it holds

C1 ≤ ωj ≤ C2, j ≥ 1,(6.2)
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with (moderate) constants C1, C2 > 0, the coefficient operators satisfy an es-
timate of the form (3.11) with h replaced by hn. We emphasize that assump-
tion (6.2) is always fulfilled in practical implementations. Due to the special form
of the considered method class, no further requirements on the stepsize sequence
are needed. As a consequence, it is straightforward to generalize the convergence
analysis of Section 3.3. More precisely, by means of a Gronwall-type inequality
derived in Bakaev [1, Lemma 4.4], the proof of Theorem 3.4 extends literally to
variable stepsizes. We do not elaborate the details here.

7 Conclusions.

The present work shows that the considered class of exponential integrators has
the following benefits. It allows, in an easy manner, the construction of methods
with high stage order and excellent convergence properties for stiff problems.
Further, the combination of exponential Runge–Kutta and exponential Adams–
Bashforth methods results in schemes with favorable stability properties.
It is beyond the scope of this paper to identify methods which are competitive
with established schemes. To reach this aim, it is indispensable to implement
the method with variable stepsizes based on an error control. In particular,
an efficient implementation of the ϕ-functions plays a crucial role here. Also, it
remains to look into the computation of the starting values. These investigations
are part of future work.
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