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Abstract As an application of the BCH-formula, order conditions for splitting
schemes are derived. The same conditions can be obtained by using non-commutative
power series techniques and inspecting the coefficients of Lyndon-Shirshov words.

1 Introduction

The main purpose of this note is to present a not so well-known application of the
Baker-Campbell-Hausdorff formula (BCH-formula): Computing order conditions
for exponential splitting schemes. There is vast literature, for an overview we par-
ticularly refer to [14] and [12, Chapter III].

The topic of splitting is a comparatively young field and it is our intention to
present only facets – with Lie-theoretic background. We shall first recall a few facts
from Lie theory and power series as far as needed. An abstract definition of splitting
is given and the computation of order condition is demonstrated with examples. The
last section is devoted to an alternative approach for finding the order conditions
by inspecting the coefficients of leading Lyndon-Shirshov words in an exponential
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function of a sum of Lie elements, as currently used by the authors for computation-
ally generating order conditions for exponential splitting schemes.

2 Formal Power Series

Let k be a field of characteristic zero. Then khhSii denotes the algebra of formal
power series with coefficients in k and S a set of non-commuting variables. The
natural grading of khhSii is given as follows: elements in k have degree zero, those
in Sn := {s1 · · ·sn | s j 2 S} have degree n, where n � 1. A homogeneous element in
khhSii is a k-linear combination of elements of the same degree. Every element f in
khhSii allows a unique decomposition into homogeneous components

f =
•

Â
j=0

f j

where for each j the element f j is homogeneous of degree j.
In our context the power series ring Rhhtii in a single variable t and with coeffi-

cients in a (not necessarily commutative) ring R will turn out to be useful.
Whenever f = Â j c jt j 2 khhtii and g 2 khhSii and g does not contain constant

terms then one can define the composition

f �g := Â
j

c jg j

as, for given degree say n, for j � n+ 1, the power series g j does not contribute
homogeneous elements of degree n.

Example 1. The univariate formal power series f := Â•
j=0

1
j! t

j will be denoted by et .
Hence the composition f �g allows to consider eg = Â•

j=0
1
j! g j.

The following simple fact will be helpful:

Lemma 2.1. Let h = Â•
j=1 h j be an element in khhSii, with each h j homogeneous of

degree j. Then eh = Â•
j=0 e j with homogeneous terms e j, and the following state-

ments are equivalent:

(i) h j = 0 for j = 1, . . . , p;
(ii) e j = 0 for j = 1, . . . , p.

Proof. Suppose that (i) holds. Then

eh = 1+
�
hp+1 + · · ·

�
+

1
2
�
hp+1 + · · ·

�2
+ · · ·

shows that there cannot exist homogeneous terms e j with 1  j  p.
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The converse is proved by induction. Suppose for p that e1 = · · · = ep�1 = 0
implies h1 = · · ·= hp�1 = 0. Suppose next that also ep = 0. Then

eh = 1+
�
hp + · · ·

�
+

1
2
�
hp + · · ·

�2
+ · · ·= e0 + ep+1 + · · ·

From this one concludes that hp = 0 must hold. ut

Corollary 2.2. Let h = Â•
j=1 h j and k = Â•

j=1 k j be elements in khhSii. Set eh =

Â•
j=0 e j and ek = Â•

j=0 f j. Then the following statements are equivalent

(a) h j = k j for j = 1, . . . , p;
(b) e j = f j for j = 1, . . . , p.

Proof. Certainly (a) implies (b), as for forming the homogeneous terms in eh only
the terms up to order p contribute.

For proving the converse one again uses induction. Having established that
h j = k j for 1  j  p � 1, one observes that ep = hp + f(h1, . . . ,hp�1) = kp +
f(k1, . . . ,kp�1) = fp. Here f is a certain multivariate polynomial whose form to
know is not needed. Then, as ep = fp conclude that hp = kp. ut

3 Reformulation Using Formal Differentiation

Given the algebra R := khhSii, one may use it as the set of coefficients and form the
new algebra khhSiihhtii. There is a canonical function f : khhSii ! khhSiihhtii that
sends f := Â•

j=0 f j to the element f( f ) := Â•
j=0 f jt j. In khhSiihhtii we define formal

differentiation by means of

⇣ •

Â
j=0

r jt j
⌘·

:=
•

Â
j=1

jr j�1t j�1.

Formal derivatives f (k) of higher order, for elements f 2 khhSiihhtii, are defined
inductively.

Notation 3.1 If an element f = Â•
j=0 r jt j 2 khhSiihhtii has r0 = · · ·rp = 0 we shall

denote this by f = O(t p+1) or even by f = O(p+1).

One proves without difficulty:

Lemma 3.2. For f = Â•
j=0 f j the following statements are equivalent:

(i) f0 = · · ·= fp = 0;
(ii) f( f ) = O(t p+1).

Next we prove a key lemma:

Lemma 3.3. For X 2 khhSiihhtii and an element C in khhSii of degree one, the fol-
lowing statements are equivalent:
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(i) X � eCt = O(t p+1);
(ii) X(0) = 1 and D := Ẋ �CX enjoys D = O(t p).

Proof. Certainly (i) implies (ii), as can be seen by differentiation. Conversely, if (ii)
holds, one only needs to check that X � eCt vanishes when setting t = 0. But this is
a consequence of the assumption that X(0) = 1. ut

Here is the main observation about the different method to be used in Section 5
on splitting schemes. Namely it will imply that for deriving order conditions it is
equivalent to either consider them as the coefficients of a power series or to pass to
the logarithm and use thereby the BCH-formula and look at the coefficients of the
basic commutators.

Proposition 3.4. Suppose that h 2 khhSii has the form h = eZ with Z0 = 0. Then the
following statements about h = Â•

j=0 h j and eC for an element C homogeneous of
degree 1 are equivalent:

(A) h0 �1 = h1 �C = · · ·= hp � Cp

p! = 0;
(B) f(h)·�Cf(h) = O(t p);
(C) Z �C = O(t p+1).

Proof. As f(h)=Â•
j=0 h jt j, the equivalence of (A) and (B) follows from Lemma 3.3.

The equivalence of (B) and (C) is an immediate consequence of Corollary 2.2. ut

4 The Baker-Campbell-Hausdorff Formula

The Baker-Campbell-Hausdorff formula (BCH-formula) (see for instance [12]) al-
lows, for given X and Y in khSi without constant terms, to find Z 2 khhSii with
eX eY = eZ . In fact, Z turns out to be a formal infinite sum of X , Y and homogeneous
elements from the Lie algebra L(S), generated by the set S and the bracket operation
[l1, l2] = l1l2 � l2l1 for li 2 L(S).

Example 2. The first terms of Z are

Z = X +Y +
1
2
[X ,Y ]+

1
12

�
[X , [X ,Y ]]+ [Y, [Y,X ]]

�
+ · · ·

As noted, Z with the exception of the terms of first order, is an infinite sum of Lie
elements, i.e., homogeneous elements of the Lie algebra generated by X and Y . One
denotes Z by logeX eY . Inductively one can derive an analog for log(eX1 · · ·eXn), for
Xi 2 S.

5 Splitting Schemes

The following abstract definition of a splitting scheme will serve our purpose:
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Definition 5.1. Given the subsets A and B of S and suppose there are, for j = 1, . . . ,s,
A j 2 span{A} and B j 2 span{B}, i.e., A j = a jA, B j = b jB with scalar coefficients
a j,b j, j = 1, . . . ,s. Then these data determine a splitting scheme of order at least p,
provided

eA1t eB1t · · ·eAsteBst � e(A+B)t = O(t p+1)

Here is an equivalent formulation of this condition. The proof, in light of the
BCH-formula, is immediate from the definition:

Proposition 5.2. The following statements for given A and B in S and elements Ai 2
span{A}, Bi 2 span{B}, where i = 1, . . . ,s, are equivalent:

(A) The data yield a splitting scheme of order at least p;
(B) log(eA1eB1 · · ·eAs eBs)� (A+B) has homogeneous terms equal to zero for j =

1, . . . , p.

Remark 5.3. Splitting techniques can also also successfully applied to nonlinear
evolution equations. The order conditions studied here are also valid for this general
case. This follows from an ingenious idea by W. Gröbner [11], namely formally to
express the flow of a nonlinear evolution equation as the exponential of the corre-
sponding Lie derivative; see [12, Section III.5].

Let us, as a preparation for Section 6, compute the logarithm in (A) for s = 2 and
s = 3 up to terms of order p  3.

The BCH-formula easily yields

log(eA j eB j) = A j +B j +
1
2
[A j,B j]+

1
12

([A j, [A j,B j]]+ [B j, [B j,A j]])+O(4) (1)

where O(4) stands for all terms in L(S) of degree at least 4.

Example 3. Let X = X1 + X2 + X3 and Y = Y1 +Y2 +Y3 be a decomposition into
homogeneous elements with all nonlinear terms in L(S). Then log(eX eY ) = H has
first homogeneous terms

H1 = X1 +Y1

H2 = X2 +Y2 +
1
2
[X1,Y1]

H3 = X3 +Y3 +
1
2
([X1,Y2]+ [X2,Y1])

+
1

12
([X1, [X1,Y1]]+ [Y1, [Y1,X1]])

Lemma 5.4. Let X := aA+bB+ c[A,B]+d[A, [B,B]]+ e[B, [B,A]] and X 0 := a0A+
b0B+ c0[A,B]+d0[A, [B,B]]+ e0[B, [B,A]], then H := log(eX eY ) has first terms

H = H1A+H2B+H3[A,B]+H4[A, [A,B]]+H5[B, [B,A]]
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where
H1 = a+a0
H2 = b+b0

H3 = c+ c0+ 1
2 (ab0 �a0b)

H4 = d +d0+ 1
2 (ac0 �a0c)+ 1

12 (ab0 �a0b)(a�a0)
H5 = e+ e0 � 1

2 (bc0 �b0c)� 1
12 (ab0 �a0b)(b�b0)

Proof. Using the preceding example for Y := X 0 and elementary computation yield
the result. ut

With the aid of Lemma 5.4 one finds:

Corollary 5.5. The first homogeneous terms of K := log(ea1Aeb1Bea2Aeb2Bea3Aeb3B)
are as follows:

K1 = (a1 +a2 +a3)A+(b1 +b2 +b3)B

K2 =
1
2
(a1b1 +a2b2 +a3b3 +a1b2

�a2b1 +a1b3 �a3b1 +a2b3 �a3b2) [A,B]

and K3 = x [A, [A,B]]+h [B, [B,A]] with

x =
1

12
(a2

1b1 +a2
2b2 +a3

3b3)

+
1
4
(a1a2b2 �a1a2b1 +a1a3b3 +a2a3b3 �a1a3b1 �a2a3b2 �a1a3b2 +a2a3b1)

+
1

12
(a2

1b2 �a1a2b1 +a2
2b1 �a1a2b2 +a2

1b3 �a1a3b1 +a1a2b3 �a1a3b2

+a1a2b3 �a2a3b1 +a2
2b3 �a2a3b2

+a2
3b1 �a1a3b3 +a2

3b2 �a2a3b3)

h =
1

12
(b2

1a1 +b2
2a2 +b3

3a3)

+
1
4
(b1b2a2 �b1b2a1 +b1b3a3 +b2b3a3 �b1b3a1 �b2b3a2 �b1b3a2 +b2b3a1)

+
1

12
(b2

1a2 �b1b2a1 +b2
2a1 �b1b2a2 +b2

1a3 �b1b3a1 +b1b2a3 �b1b3a2

+b1b2a3 �b2b3a1 +b2
2a3 �b2b3a2

+b2
3b1 �b1b3a3 +b2

3a2 �b2b3a3)

Proof. One first computes s j := log(ea jAeb jB)= a jA+b jB+ 1
2 a jb j[A,B]+ 1

12 (a
2
jb j[A, [A,B]]+

a jb2
j [B, [B,A]]+O(4). Then, using Lemma 5.4, compute first H := log(es1es2) and,

again using the lemma, find the desired expressions by computing K := log(eHes3).
ut
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6 Computing Order Conditions in Examples

6.1 Schemes of order at least 1

It follows right from the definition that in this case

s

Â
j=1

A j = A,
s

Â
j=1

B j = B

i.e., for A j = a jA and B j = b jB one obtains

s

Â
j=1

a j = 1,
s

Â
j=1

b j = 1

6.2 The order conditions for s = 2 and p = 3

Elementary computation leads to the following observation:

Lemma 6.1. The order conditions for s = 2 and p = 3 are as follows:

1 = a1 +a2

1 = b1 +b2

0 = a1b1 +a2b2 +a1b2 �a2b1

0 = 1�6a1a2b1

0 = 1�6b1b2a2

Proof. The order condition for s = 1 in the first line follows from the previous sub-
section. The higher order conditions result from Lemma 5.4. ut

6.3 The order conditions for s = 3 and p = 3

Making use of Corollary 5.5 the conditions on the coefficients a j and b j for j =
1,2,3 in order to let A j = a jA and B j = b j determine the necessary and sufficient
conditions for a splitting scheme of order p at least 3 when s = 3.

Lemma 6.2. The order conditions for s = p = 3 read as follows:
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1 = a1 +a2 +a3

1 = b1 +b2 +b3

1
2
= a2b1 +a3b1 +a3b2

2 = 3(a2 +a3)�6a2a3b2

2 = 3(b1 +b2)�6b1b2a2

Proof. In Corollary 5.5, one equates the coefficients of A and B to 1, and those of
[A,B], [A, [A,B]] and [B, [B,A]] to zero. Then, using the third equation, terms a3b2
have been eliminated from the last two equations. ut

To conclude this section let us remark that developing eX1+X2+··· as a Taylor se-
ries, one finds from Lemma 2.1 and Proposition 3.4:

Proposition 6.3. The following statements for an exponential function eX for X a
sum of homogeneous Lie elements with the exception of the linear term are equiva-
lent:

(i) X1 = X2 = · · ·= Xp = 0
(ii) As a power series in khhSii the first non vanishing homogeneous term is

1
(p+1)! Xp+1.

7 Alternative approach via Taylor expansion and computation in
the free Lie algebra generated by A,B

According to the ideas from [1, 3] systems of polynomial equation representing
order conditions for splitting methods are set up in a different way without making
explicit use of the BCH formula. This is straighforward to implement in computer
algebra. The resulting systems of equations are not identical but equivalent to those
obtained when implementing the BCH-based procedure described above.

This alternative approach described can also easily be adapted and generalized
to cases with various symmetries, pairs of schemes, and more general cases like
splitting involving three operators A,B,C, or more, see [3].

To find conditions for the coefficients a j,b j such that for A j = a jA, B j = b jB a
scheme of order p is obtained,

L(t) := eA1t eB1t · · ·eAsteBst � e(A+B)t = O(t p+1),

we consider the Taylor expansion of L(t), the local error of the splitting scheme
applied with stepsize t (satisfying L(0) = 0 by construction),1

L(t) =
p

Â
q=1

tq

q!
dq

dtq L(0)+O(t p+1).

1 Here, dq

dtq L(0) := dq

dtq L(t)
��
t=0.
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The method is of order p iff L(t) = O(t p+1); thus the conditions for order p are
given by

d
dt

L(0) = . . .=
dp

dt p L(0) = 0. (2)

Via successive differentiation of L(t) we obtain the following homogeneous repre-
sentation of dq

dtq L(0) in terms of power products of in the non-commuting variables
A and B: With k = (k1, . . . ,ks) 2 Ns

0,

dq

dtq L(0) = Â
|k|=q

✓
q
k

◆ s

’
j=1

k j

Â
l=0

✓
k j

l

◆
Al

jB
k j�l
j � (A+B)q, q = 0,1,2, . . . (3)

In a computer algebra system, these symbolic expressions can be generated in a
straightforward way.

If conditions (2) are satisfied up to a given order p, then the leading term of
the local error is given by t p+1

(p+1)!
dp+1

dt p+1 L(0). Proposition 6.3 shows that this leading
local error term is a homogeneous linear combination of Lie elements. With the
terminology

LC(q) := ‘the sum (3) is a linear combination of Lie elements of degree q’

this amounts to LC(p+1) being true for a scheme of order p. Exploited this state-
ment allows to design a recursive algorithm for generating a set of order conditions:

(i) By construction, LC(1) = 0 holds. But, a priori, for q > 1 the expression (3)
for dq

dtq L(0) does not enjoy LC(q), see Example 4 below. On the other hand,
from Proposition 6.3 we know that

LC(1) ^ . . . ^ LC(q�1) ) LC(q).

By induction over q we see that each solution of (2) must satisfy LC(q) for
q = 1, . . . , p. (Moreover, for each the resulting solution LC(p+ 1) will hold
true.)

(ii) Due to (i), for the purpose of solving the system (2) we may assume

dq

dtq L(0) = Â
k

lq,k Bq,k, q = 1, . . . , p

where the Bq,k of degree q are elements from a basis of the free Lie algebra
generated by A and B. Now the problem is to identify, on the basis of the ex-
pressions (3), coefficients lq,k = lq,k(a j,b j) such that the polynomial system

lq,k = 0, q = 1, . . . , p, k running over all basis elements of degree q (4)

will be equivalent to (2). To this end we make use of the one-to-one corre-
spondence between basis elements of degree q represented by non-associative,
bracketed words (commutators) and associative words of length q over over
the alphabet {A,B}. The implementation described in [1, 3] relies on the Lyn-
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don basis, also called Lyndon-Shirshov basis, which can be generated by an
algorithm devised in [10]. With this choice,

each basis element Bq,k is uniquely represented by a
Lyndon word of length q associated with the leading term,
in lexicographical order, of the expanded version of Bq,k.

(5)

Identifying the coefficients of these ‘Lyndon monomials’ results in the desired
polynomial system (4).

To be more precise we note that, in general, a given Lyndon monomial shows
up in different expanded commutators. Therefore, equating coefficients of
Lyndon monomials will not directly result in the system (4) but, as a con-
sequence of (5), in an equivalent system which is obtained from (4) by pre-
multiplication with a regular triangular matrix.

For the underlying theoretical background concerning Lyndon bases in free Lie al-
gebras we refer to [8]. For a detailed illustration of our approach for order p = 5 see
Example 2 from [3]. In the following example we reconsider the case s = p = 3.

Example 4. For s = 3 we have (see (3))

d
dt

L(0) =
�
a1 +a2 +a3 �1

�
A+

�
b1 +b2 +b3 �1

�
B,

d2

dt2 L(0) =
�
(a1 +a2 +a3)

2 �1
�
A2

+
�
2a1(b1 +b2 +b3)+2a2(b2 +b3)+2a3b3 �1

�
AB

+
�
2a2b1 +2a3(b1 +b2)�1

�
BA

+
�
(b1 +b2 +b3)

2 �1
�
B2,

Assume that a1 + a2 + a3 = 1 and b1 + b2 + b3 = 1 such that d
dt L(0) = 0. Then

substituting a1 = 1�a2�a3 and b3 = 1�b1�b2 into d2

dt2 L(0) gives the commutator
expression

d2

dt2 L(0) =�
�
2a2b1 +2a3(b1 +b2)�1

�
[A,B].

Therefore the system

a1 +a2 +a2 = 1
b1 +b2 +b3 = 1

a2b1 +a3(b1 +b2) =
1
2

represents a set of conditions for order p = 2.
Extending this computation to p = 3 by hand is already somewhat laborious.

However, from the above considerations we know that assuming the conditions for
order p = 2 are satisfied, then
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d2

dt2 L(0) = lAAB[A, [A,B]]+lABB[[A,B],B],

where

lAAB = coefficient of the power product A2B in the expression (3) for
d2

dt2 L(0),

lABB = coefficient of the power product AB2 in the expression (3) for
d2

dt2 L(0).

Here the two independent commutators [A, [A,B]] and [[A,B],B] are represented by
the associative Lyndon words ”AAB” and ”ABB”. In computer algebra, extraction
of the coefficients lAAB and lABB from the symbolic expression d2

dt2 L(0) is straight-
forward. In this way we end up with the system

a1 +a2 +a3 = 1
b1 +b2 +b3 = 1

a2b1 +a3(b1 +b2) =
1
2

a2b2
1 +a3

�
b1 +b2

�2
=

1
3

(a2 +a3)
2b1 +a2

3b2 =
1
3

representing a set of order conditions for order p = 3. The system is equivalent to
the one found in Lemma 6.2. We note that there is a one-dimensional zero solution
manifold containing well-known rational solutions, e.g.,

a1 =
7
24

, a2 =
3
4
, a3 =� 1

24
,

b1 =
2
3
, b2 =�2

3
, b3 = 1.
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