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Chapter 1

Basic means

Preliminary remarks. In this chapter, we recall the definitions of partial and total deriva-
tives for functions in several variables. Moreover, we introduce basic means that are needed
in different contexts.

* Taylor series expansions. Taylor series expansions yield local approximations to smooth
functions by polynomials. In numerical mathematics, Taylor series expansions are fre-
quently used for the construction and error analysis of numerical methods.

» Fourier series expansions. For specific types of (linear) partial differential equations,
it is beneficial to employ solution representations based on Fourier series expansions;
in conjunction with the Fast Fourier transform, this approach then leads to approxima-
tions that are superior in accuracy and efficiency compared to other space discretisation
methods.

* Finite difference approximations. Various space and time discretisation methods for
partial differential equations rely on the idea to replace the arising differential quotients
by finite difference approximations.



1.1 Derivatives

Functions in a single variable. For a real-valued function in a single variable
[R—R:x— f(x),

the first derivative is defined as (provided that limit exists, differential quotient)

fx+8 - fx)
-

Evidently, each value of the first derivative yields a linear function (indicate dependence on
x € R, trivial case where linear function corresponds to (1 x 1)-matrix)

f':R—»IR:x»—»f’(x):ltin(l)

Ax:R_’R:('_’Ax(:f,(x)(-

The tangent line in x € R is given by the affine-linear function (indicate dependence on x € R,
tangent line is determined by conditions Tx(x) = f(x) and T,(x) = f'(x), i.e., same value and
slope at x € R)

To:R—R:— To(Q) = f)+ f(x) (- x).

In the present situation, differentiability is equivalent to the property that function values can
be represented as (use relation for tangent line with{ =x+¢and { ={ —x)

fx+8)—fx) — hmf(x+€)—f(X)—f'(x)€ _

!/ :l- O
R s ¢
=  fx+d-f@) - f(x)E=r@ with ?i%%f):o
=  f0) =T +r(—x) with lim re-» =0,
(—x (—Xx

that is, for values { € R close to x € R, the associated affine-linear function provides an ade-
quate approximation to the function.

Extension. It is straightforward to extend the above approach to functions of the form

fIR—R: x— f(x) = (A),..., fa0)"

by considering each component function.

Functions in several variables. For a real-valued function in several variables
iR —R:ix=(x1,...,x0) T — f(),

differentiability along the cartesian coordinate axes is no longer equivalent to the property
that the function can be adequately approximated by an affine-linear function; the second
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concept leads to the definition of the total derivative and the first to the weaker notion of
partial derivatives. By fixing all components but for instance the first one, the considered
function reduces to a real-valued function in a single variable

flx0,.00,x0) :R—R:x; — f(x);

accordingly, the partial derivative with respect to the first coordinate is defined as (derivative
in direction of first standard unit vector e; = (1,0,...,0)T e R?, components Xy, ..., xg fixed)

dxlf:IRd —R:x— axlf(X) :}rln(l) f(x+€e€1) _f(X) = %ln‘é f(XI +€;x2:-€--yxd) _f(X) .

Analogous definitions hold for the partial derivatives 0y, f,...,0x, f : RY — R. In general, the
existence of all partial derivatives does not imply the existence of the tangent plane; as the
function might be discontinuous, approximations by affine-linear functions might be rather
poor. Under the additional requirement that any partial derivative is continuous, however,
the tangent plane is given by the affine-linear function

TR —R:(— )+ f'(0) (- x),
which involves the (total) derivative
iR — R x— f1(x) = (00, f (), ..., 05, (X))

In particular, the following relation holds

_ _ oo T(C—x)
fQ) = Te() +r({ — x) with %1_1}} T

)

that is, for values { € R4 close to x € R?, the associated affine-linear function provides an
adequate approximation to the function.

Extension. As before, it is straightforward to extend the above approach to functions of the
form ,
FiRT— R x=(xp,.., x0) T — f(0) = (A, ..., fa(x)

by considering each component function.

Evaluation of first derivative. For a real-valued function in several variables
iR —R:x=(x1,...,x0)  — f(x),
the first derivative is given by
fl@: R —R:{— f'0)¢,
¢1

F 0= (05 f(x),...,0x, f(0))]| ¢ | =04 f(X) 1+ +0x, f(X) 4.
Ca
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More generally, for a vector-valued function such as

f:IR{d—>[Rd:x:(x1,...,xd)T'—>(fl(XJ,...,fd(x))T,
we obtain the representation
fl@:RT— R — f'(0)¢,
0 ilx) ... 05, i(X)) (1
flx)¢= : : :
Oy, fa(x) ... O0x,fa(x)) \la

Evaluation of higher derivatives. For a real-valued function in several variables
fiRY—R:x=(x1,...,x0) T — f(),

the values of the second derivative can be computed by matrix-vector multiplications (sec-
ond derivative acts as a bilinear form, use that 0x,,f = 0x,x,f and thus f"(x) = (f"(x)7 if
function is twice continuously differentiable)

[0 R R —R: (¢,0) — [0 (¢,0),

Oxyn [(X) ot Oxyxy f ()

ffao=| :

axlxdf(x) axdxdf(x)

Ou fOO o Oy f) (G}, )
S Z axm;f(-ﬂ(k(é-

Orixaf(X) o Oxyr  f0)) \Tg) B!

For higher derivatives, however, a representation by matrices is no longer possible; the values

of the m-th derivative are computed as

@) R xR —R: (¢, ¢ — f 0 (¢, 0,

"¢ = Ca)

d
L@ ED M) = Y Oxgen, ST G

kiyokm=1

For a vector-valued function in several variables, the above relation holds for each component
function.

Gradient, Divergence, Laplacian. For a differentiable real-valued function in several vari-
ables, we employ the common notation (gradient)

f:[R{d—>IR:x: (xl,...,xd)T-—>f(x),
0x, f(x)
Vim={ |
Oy, f(x)
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we note that V f(x) = (f'(x)) . For a differentiable vector-valued function in several variables,
we set (divergence, omit parantheses (V- F)(x) =V F(x))

Fy(x)
F:R"—R:x=(x,...,.xa) — Fx)=| : |,

Fq(x)

V- F(x) = divF(x) = 05, F1 (X) + -+ 0, F ().

Furthermore, for a function that is twice partially differentiable with continuous partial
derivatives, the Laplacian is defined by

f:Rd—>IR:x:(xl,...,xd)T-—>f(x),
Af(x) zaxlxlf(x)+"'+axdxdf(x)-



1.2 Taylor series expansions

Situation. We consider a sufficiently often differentiable function
fIR—R:x— f(x).

A basic mean for the derivation of the Taylor series expansion with remainder in integral form
is the integration-by-parts formula; an alternative representation of the remainder is obtained
with the help of the mean value theorem.

Integration-by-parts. For (sufficiently regular) functions u, v : R — R, the integration-by-
parts formula

[ w@v©de=wove| - [ ue e
follows at once from the Z)roduct rule ’
FUOVE) =@ v +u@v'©,
') v(&) = g (u® v(®) - u@) v'©.

Mean value theorem. Assume that v: R — R is non-negative or non-positive, respectively,
over the considered interval of integration. The mean value theorem states that there exists
an element { € [a, b] such that the relation

b b
f W@ v(E dé = u(Q) f v(E) dé

holds; in particular, by setting v = 1, the identity

b
f W@ dé = ul) (b—a)

is obtained.

Taylor series expansion. A repeated application of the integration-by-parts formula implies
the following Taylor series expansion with remainder in integral form (forany x e Rand m € N,
with center a € R)

f@=f@+f(@x-—a)++=L @ x-a)”
1
+f0 L Q=)™ D (g4 (1-8)a) (x— @)™ dé;
with the help of the mean value theorem, the remainder takes the form (with a certain node
¢ € [min{a, x}, max{a, x}])
f@=f@+f(@x-—a)++=L "™ @x-a)”

1 1 1
+ (m+1)!f(m+ )(() (x_a)m+ .
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In particular, for m = 1 and m = 2, respectively, we get the expansions (with certain nodes
(1,¢2 € [min{a, x}, max{a, x}])

f)=f@+f'@x-a +f01(1 —& f"(éx+(1-Ha) (x—a)® d¢
=f@+f(@x-a)+3 ") x-a)?,

fE=f@+f(@x-a)+3f"@x-a)®+ fo 1 1A= f"(Ex+1-8a) (x—a) d¢
=f@+fl@x-a)+3f(@x-a’+L ") x-a?.

Explanation. The derivation of the Taylor series expansion with remainder in integral form
relies on the main theorem of differential and integral calculus

fO) = fl@)+ f(Ex+ (- aa)\;o
1
:f(a)+f0 4 flex+ 1 -Oa) dé
1
- f@+ [ flex+0-0a)x-ade.

A first application of integration-by-parts yields (set u'(¢) = 1 and employ special choice
(@) = - (1-¢), for v(§) = f'(¢x+ (1 -&a) (x - a) obtain v'(§) = f'Cx+ (1 -{)a) (x— @)?)

fO=fl@-0-9f({x+1-%a) (x—a)‘;o

1
+f0 1=8 f'(Ex+ (1 -Oa) (- @)? dé
= f(a)+ f'(a) (x— a)

1
e [0 e 0-0a) x-a?
analogously, employing integration-by-parts, we obtain
1
fO=f@+f(@x-a-311-f"(¢x+1-Ha)(x- “)2‘520

1
+f0 Ta-02f"(Ex+(1-8a) (x—a)® dé
= f@+f(@x-a)+1f(@x-a)?
1
+f0 Ta-0%f"(Ex+(1-8a) (x-a)® dé
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as well as
fR=f@+f@x-a)+if(@x-a*-101-°f"(Ex+1-8a)(x- a)3‘;:0
+f01%(1—6)3f‘4)(€x+(1—5)a) (x—a)* dé
=f@+f@x-a)+3if"(@x-a’+Lf"a@x-a?

+f01%(1—5)3f(4)(€x+(1—6)a) (x—a)* dé.

Moreover, by induction, the expansion

f@=f@+f(@x-—a)++5 @ x-a)"
+f01%(l—f)mf(m“)(fxﬂl—f)a) (x—a)"*" dé

follows. Applying the mean value theorem with v(¢) = % (1-¢)™ finally yields

1
/(; %(l—f)mf(m+1)((fx+(1—f)a)(x—a)mﬂ dg

1
= Q) (x- a)’"“fo L-¢™de

— (mil)! f(m+l) (() (x_ a)m+l,

which is the stated result. o

Extension. The Taylor series expansion with remainder in integral form immediately ex-
tends to sufficiently often differentiable vector-valued functions in several variables such as
f:R% — R4, With regard to the estimate (higher derivative defines multi-linear form)

lfo-(f@+fl@x-ay++L5 P @x-a,..x-a)|
< G sup [F P (Ex+ - 9a)| lx—al™
¢elo,1]
it is often convenient to employ the symbolic notation

fO=f@+f(@x-a)++Lf"ax-a,..x-a
+ ﬁ(f(m-l—l), ”x_a”m+l).

We note that the attempt to generalise the mean value theorem to vector-valued functions in
several variables fails, in general.
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1.3 Fourier series expansions

Situation. We consider a complex-valued function that is defined on a bounded interval
(with a, b € R such that a < b)

f:la,blcR—C:x— f(x);

at first, no additional regularity requirement is needed.

Space of square-integrable functions. In the context of Fourier series expansions, it is nat-
ural to consider the linear space of square-integrable functions

b
L*(la, b),C) = {f; [a, b] — C such that f |£©]7 de < oo},

which forms a Hilbert space when endowed with inner product and associated norm (com-
plex conjugation in second argument, norm provides mean to quantify distance of functions)

(F18)2 = f fOg e, fgel’(lablC),

1£ 2=/ (F1) 2 \/ If(é)l d¢,  fel?(la,b),C).

Orthogonality. A family of functions fi,..., fir € L?([a, b],C) is called orthonormal iff the
condition (Kronecker-delta, orthogonality, normalisation || f;,1l;2 = 1)

1 if=m,
0 otherwise,

(f(|fm)L2 :5[m = {

is satisfied for all ¢, m € {1,..., M}. The representation of a function g € L%([a, b],C) with re-
spect to a family of orthonormal functions is particularly simple (assume that function is
given as linear combination involving complex coefficients ay,...,as € C)

M M
gzz,lamfm = §= Z_l(g|fm)szm,

since (determine inner product with f;;;, use linearity in first component)

M
g:Za/f[’
/=1

M M M
(g|fm)Lz:(Zsz fm) =Y ae(felfm)z=) acbom=am.
/=1 12 ¢=1 /=1

This immediately implies that orthonormal functions are in particular linearly independent.
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Fourier basis functions. The Fourier basis functions are defined as

eh alm(x a), mEZ;

Fm R—C:x—
evidently, they are periodic on the considered interval

Fm(a) = =Fmb), meZz.

1
vb-a
A straightforward calculation (for all ¢, m € Z, use periodicity)

b
crmi (Fo|Fn)= [ T Fu@de
b

__1 L if(x— a) lnux a)
= 7=z eb a df
a
1 b (l-m)( )
_ i(l-m)(x—a
_mf eb a df
a
_ 1 L j(l-m)(x— a)
= 2ni(-m) era 4
=0,
2
C=m: | T =(Fu|Fm)p
) b
=7 | 14
=1,

confirms that the Fourier basis functions are orthonormal
(ﬁ€|9m)L2:6fmy é,mEZ;

furthermore, the family of Fourier basis functions forms a complete orthonormal system, that
is, for any function f € L?([a, b],C) the following representation as infinite series, commonly
referred to as Fourier series expansion, is valid

b —_—
=2 fuFm fm:(f|9m)Lz:f f) FpddéeC, meZ.

meZ

In addition, by Parseval’s identity, we get (recall definition of norm)

b
PR RTCIRENDTAR
a meZ

Provided that the periodic continuation of the considered function is differentiable, the rep-
resentation as Fourier series holds pointwise (for all x € [a, b])

F =) (flZm)Fnx.

meZ
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Numerical realisation. The numerical realisation of the representation

b
=) fmFm), fm:(flﬁm)Lzzfa fOFn)dé, mez,

meZ

relies on a truncation of the infinite series and a quadrature approximation of the spectral
coefficients.

(i) Approximation by finite series. For a sufficiently large even integer number M € N, we

(i)

(iii)

replace the infinite Fourier series expansion by a sum involving M Fourier basis func-

tions
M_
2

Y. (1Zm)p T = f0 =Y (f|Fm)p Fm).

m:_% meZ

Trapezoidal rule. In connection with Fourier basis functions, it is most natural to con-
sider the trapezoidal rule on a uniform mesh for the approximation of integrals (suf-
ficiently large integer number K € N, grid width / > 0 and associated equidistant grid
points, evidently xo = a as well as xx = b, area of trapezoid)

h=t2  xi=a+kh, kelo,..., K},
Xk

+1
hg(xg) + 2 (g(xke1) — 8(xk)) = 2 (g(xk) + g(xi41)) = f g(&) d¢,

Xk

K-1 K-1 b
BY () +gxes)) =2gxo) +h Y. glxp) + 2 glxk) = f g d¢.
k=0 k=1 a

If the considered function is periodic, the quadrature approximation reduces as follows
(use that g(xk) = g(xo))

K-1 b
gla=gb): h) gl = f g(&) dé.
k=0 a

Approximations to spectral coefficients. Under the reasonable presumption that the
function f : R — R is periodic on the interval [a, b], the application of the trapezoidal
rule yields the following approximations to the spectral coefficients

K-1

b -
By F00 TG0 = fu= [ FOFa@ e, mef- YY1}
k=0 a

Implementation by fast Fourier transform (FFT). In practice, we choose K = M. For the ef-
ficient numerical approximation of the spectral coefficients collected in a column, we employ
the fast Fourier transform (meanwhile set fi = f(x) for k€{0,..., M —1})

M-1
W=k Y fiFux),  me{-5,. M1}
k=0
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The inverse transform yields approximations to the function values at the grid points

M
¥,

fi= Y W Fu),  ke{o,.. ,M-1}.

__M
m=-=3

With suitably chosen constants, the implementation in MATLAB reads as follows.

function fs = Fourier_Real2Spectral(f)
fs = Const*fftshift(fftn(f));
end

function f = Fourier_Spectral2Real(fs)
f = Const*ifftn(ifftshift(fs));
end

Extension. Provided that the underlying domain is of the special form (cartesian product of
bounded intervals)
Q=[a1,br] x -+ x [ag, bal <R,

itis straightfoward to extend the considerations to square-integrable functions in several vari-

ables
fio—-c, ||f||Lz=\/fQ|f(€)|2d£<oo,

by using the tensor product of Fourier basis functions

gm(x):y(ml ..... md)(xlr---rxd):ﬁml(xl)“'to}\md(xd)r XEQ, mEZd!
1= % fnFme fn=U1Fnp= [ fOFaD e, meze.
mez4 Q

Simplifying assumption. By means of a bijective linear function, any interval [a, b] trans-
forms to the symmetric interval [—7, 7].

X—a
la,b] — [0,1] — [~7, 7] : x—»t—m-—>—n+2ﬂt——n+2nb o

thus, it suffices to study the Fourier series expansion of a function f € L?([-x, 7], C)

im(x+m)
)

Fmil—n,n] — C:x— meZz,

f:meym’ fm:(f|ym)

meZ

e
b3

L §\~

f(f)efm(cf)déetﬁ mezZ.



Even functions. An even functions is characterised by the condition (for all x € R)
f=x)=f(x).
Euler’s identity for the complex exponential function (for any x € R)
el¥ = cos(x) +isin(x)
indicates that cosine functions are well-suited to represent even functions (for &, x € R)
1(e"+e™ %) =cos(&),

%(dgzm(x) +ame(—X)) — ﬁ (eim(x+7l) +e—im(x+7‘[)) = \/% CcoS (m(x+7[))’

since (insert Fourier series expansion, reduction to non-negative integers)

f@)=3(fx)+f(=x)
:% Z fmym(x)'i' Z fmym(_x)

meZ meZ

=Y fn3 (Fm) + Fp(-x)

meZ

= Z \/%fm cos(m (x+ 7))

me”Z
= \/%_nf‘ﬁ\/%_n ZN(fm+f_m) cos(m (x+m));
me
thatis, based on the family of cosine functions (derivative vanishes at boundary, orthogonality
ensured, suitable choice of normalisation constants c;, € R)
Cm:R— R:x— cp cos(m(x+m)), meNp,

€ (-m1)=0=%, (), meNy,

/2
(€0|€m)2=| Co)CnEdE=b6pm, €, meNy,

-7

for any even function f € L2([- 7, 7],C), the following series expansion holds (use again nota-
tion f;;, for coefficients)

=Y fnm fmz(fl%m)Lzzf_ FOCnEdEeC,  meN.

meN

0dd functions. For odd functions, characterised by the condition (for all x € R)

fEx)=-f(0),
analogous arguments are applicable (for ¢, x € R)
1(e"-e™) =isin(®),
% (Fm(X) = Fpm(—x)) = ﬁ (eim(“”) —e_im(x”)) = \/%isin(m(x+n)),
fO=3(f0-f0)== in;E:N(fm—f_m) sin(m (x+7));

iy

T
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thus, considering the family of sine functions (vanish at boundary, orthogonality ensured,
suitable choice of normalisation constants ¢, € R)

S R—R: X — ¢y sin(m (x + 1)), meN,
I m(=m)=0=Sp(n), meN,

T
(FelIn)p= [ FeO In@ de=80m,  CmeN,
/1
yields the following series expansion for any odd function f € L?([-x, 7], C)

f:meym» fm:(f|ym)L2:[ f(f)ym(f)dfec, meN.

meN
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1.4 Finite difference approximations

Aim. We introduce numerical approximations to certain values of the first and second
derivatives of a real-valued function in a single variable

[fIR—R:x— f(x)

and study the accuracy of the approximations.

Derivative. For convenience, we recall the definition of the first derivative (for any x € R,
differential quotient)

/ . [+ - fx)

x=lim—>—-—-——.

! {0 S

Approximations to first derivative. The above relation for the first derivative motivates the
following approximations by forward finite differences or backward finite differences, respec-
tively (for any x € R, difference quotient, with suitably chosen small increment ¢ > 0, for no-
tational simplicity omit parentheses A} f(x) = (A4 f)(x))

flx+8-fx)

Ay f(x) = : ~ f'(x),
A_f(x):w ~ f’(x).

Obviously, the finite difference approximation A_ f is equivalent to A, f applied with nega-
tive increment —¢ < 0; with regard to the discretisation of advection equations, we restrict
ourselves to positive increments. As shown below, central finite differences yield improved
approximations for sufficiently often differentiable functions (construction by Taylor series
expansions)

fx+8) - flx—<)

Af(x) = T

~ f(x).

Approximations to second derivative. Approximations to the second derivative are for in-
stance obtained by repeated applications of finite difference approximations to the first
derivative (for any x € R, with suitably chosen small increments ¢ > 0, set Ai f=A:(AL)))

A ) = A+f(x+€;—A+f(x) _ f(x+2§)—2£(x+.f)+f(x) . ',
A+A_f(x):A+f(x)‘?+f(x“f) :f(“f)‘zf;x“f(x_‘f) ~ f'(x),
A% f(x) = Af(x+<f)2—(sAf(x—<;*) _ f(x+26)—2£;c)+f(x—2€) ~ ().

The approximation AL A_ f is commonly referred to as central finite difference approxima-
tion; evidently, the approximation A? f is equivalent to A, A_ f applied with increment 2¢.

18



Approximation errors. Provided that the considered function is sufficiently often differen-
tiable with bounded derivatives, the following estimates are valid. The forward and backward

finite difference approximations to the first derivative satisfy the relations (for any x € R, with
increment ¢ > 0)

)w_]am) <3¢ sup |1,

Celx,x+¢]
-f'w|=te swp |F"©).
{elx—¢,x]
The central finite difference approximations to the first and second derivatives fulfill (for any
x € R, with increment & > 0)
fx+8)—fx—¢)
2¢

)f(X)—f(x—ff)
S

-fwl=te sw |10,

(elx—=¢,x+¢]
-2 —
‘f(x+€) f;x) PGl —f"(x)‘ <Lt& sup [FPO.
S Celx—¢,x+¢]
Henceforth, we also employ the convenient symbolic notation
Tt IB _pwvor,
TOTEL _pweoter),
f(x+€)2_€f(x_€) _ f/(x) n ﬁ(fz,f’”),
flx+8)- 21;;") PO i+ o(e, 1),

Explanation. We employ Taylor series expansions with remainder (with certain { € [x, x+¢],
é‘— € [x - é) x])
fa+O=fO+Ef' 0 +3E ¢,
fa=-8=f-Ef'0+358 ¢,
to obtain the following relations for forward and backward finite differences
fx+8-fx)

S

w =fW-3EF¢).

In a similar manner, by means of the Taylor series expansions (with certain {; € [x,x +¢],
(- € [x—¢, x], possibly different values at different occurences)

fa+O=fO+EF O +3E "0 +28 W4
=fO+EF' @ +3E "+ 28 0+ 558 FP ),
fa-O=f@O-¢f@+3Ef -8 "¢
=f)-EfO+3E -1+ 5 FPC),

=fl+1Ef" Wy,
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we get the following relations for central finite differences

fx+¢) - f(x—=9&)

:f/(x)+%€2 (fm(C+)+fm(C—))r

2¢
(x+8)-2f(x)+f(x=¢)
Jlexs ];2 LU0 g+ 5 (F9C+ £ ).
A straightforward estimation of these relations implies the stated bounds. o

Realisation. For the realisation of finite difference approximations with the help of com-
puters, one has to keep in mind that the number of digits is limited. In order to balance the
approximations errors and round-off errors, it is essential to choose the increments in depen-
dence of the machine accuracy.

Extension. Using instead a representation of the remainders in integral form, it is straight-
forward to extend the above considerations to vector-valued functions f : R — R%,
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Chapter 2

Basic differential equations

Preliminary remarks. In this chapter, we introduce basic ordinary and partial differential
equations. The description of favourable numerical methods will be the objective of sub-
sequent chapters. For a start, with regard to the construction and convergence analysis of
higher-order space and time discretisation methods, we suppose that the problem data and
the solution satisfy suitable regularity and consistency requirements. We primarily focus on
elementary linear differential equations with explicit solution representations, since these are
useful initial test equations for discretisation methods. Moreover, we do not take into account
the occurrence of (small) parameters, which might effect the performance of numerical meth-
ods. We point out that these presumptions are employed to provide a first insight into the
topic and that the treatment of relevant practical applications will require additional, more
sophisticated considerations.

Dahlquist test equation

Ordinary differential equations

Linear advection equations

Nonlinear conservation laws (Burgers’ equation)

Linear diffusion equations
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2.1 Dahlquist test equation

Dahlquist test equation. In numerical mathematics, the homogeneous linear scalar ordi-
nary differential equation

Yy =Ay®, te(0,00), A€C,
y(©0) = yo,
with solution given by the exponential function
y:10,00) — C: t— y(H) = e yq

is commonly mentioned as Dahlquist! test equation; the real part A; = RA determines growth
or decay, respectively, and the imaginary part A, = 31 the frequency of oscillations

tA :et/ll(

e cos(tAp) +isin(Ap)),  r€0,00).

Due to the fact that the considered differential equation is linear, it suffices to study the func-
tion (evolution)
E:[0,00) — C:t— E(f) =e'*.

Evidently, the solution value at time ¢ € [0,00) is given by

y(©) =E) yo.

Practical relevance. Despite its simplicity, the Dahlquist test equation is a valuable tool to
detect stability issues and thus serves as an initial test equation for time integration methods.

!Germund Dahlquist (January 16, 1925 to February 8, 2005)
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2.2 Ordinary differential equations

Nonlinear ordinary differential equations. We consider an initial value problem of the form
(defining function F': R4 — R4, initial value Yo € R4, solution y:[0,T] — R4)

Yy =F(y®), te©),
y(0) = yo.

Mainly for theoretical purposes, it is convenient to introduce the function (evolution, indicate
dependence on defining function, nonlinear function with respect to initial value)

E:[0,T] xR — R?: (¢, yo) — E(t, yo) = y(1).

Transformation to autonomous form. By adding the trivial scalar differential equation
d . _
5t=1,

any ordinary differential equation involving an explicit time dependency can be rewritten in
autonomous form (where G : [0, T] x R — R?, employ differential equation to obtain new
defining function F : R4+ — R4+1)

Z(1)=G(t,z(0), rte(tD),

t
z(1)

b (1) 1 _
y(t)—(z,(t))—(G(t,z(t)))—F(y(t)), re(t, 1),
y'()=F(y), te(t,T).

y() = ) telt, T,

For theoretical considerations, it thus suffices to study autonomous systems. Moreover, the
linear transformation ¢ < t — ty permits to choose fy = 0 as initial time.

Linear ordinary differential equations. The solution to a system of linear ordinary differ-
ential equations (defining matrix A € R4*4 initial value Yo € R4, solution y:10,00) — R%)

Y () =Ay(), t € (0,00),
J/(O) =JYo,

is given by the matrix exponential (use notation E(%) yo = E(t, yp) to reveal linear dependence
on initial value)

y=E®y, E®=e"=Y L*aF,  te[0,00).
k=0
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Existence and uniqueness results. We note that for a linear differential equation the exis-
tence of a global solution is ensured, in general; employing in addition the prescribed initial
condition, implies its uniqueness. For a nonlinear differential equation, however, the exis-
tence and uniqueness of a solution can only be ensured locally, in general.

Applications and numerical methods. Systems of nonlinear ordinary differential equations
arise in the mathematical modelling of chemical reactions and hence as subproblems in con-
nection with diffusion-advection-reaction equations. In most cases, due to the complexity
of the systems, it is not possible to find explicit solution representations by elementary func-
tions. Thus, it is essential to construct numerical methods that capture correctly the quanti-
tative and qualitative solution behaviour.

Connection to Dahlquist test equation. For certain systems of nonlinear ordinary differ-
ential equations, it is possible to draw conclusions on the (qualitative) solution behaviour
from the study of a linearised system (consider for instance equilibrium y* € R? and use that
F(y*) =0, denote A= F'(y*))

Y@ =F(y®), te€(,T],
F(y(t) = FO") + F'(y") (= y) (0 = Ay - y")(D),
Y-y O=Ay-yI)Q), 1€ (0,00).

Provided that the defining matrix is diagonalisable, by the eigenvalue decomposition
A=VAVY,  A=diagy,...,A0),

the linearised system reduces to decoupled scalar differential equations (for simplicity denote
y—-y*—ysetz=V"ly)
Y =Ay()=VAVy@®), te(0,00),
(V1) =AV'y)®), te000),
Z () =Az(t), te(0,00),
Z () =Aeze(®, te0,00), kefl,...d}.
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2.3 Linear advection equations

Linear advection equations. We consider the homogeneous linear advection equation in a
single space dimension (unbounded space domain, speed of propagation 0 # c € R, regular
initial state uy € €' (R))

0ru(x,t) =coyu(x,t), (x,1) e R x (0,00),
u(x,0) = up(x), x€eR.

The solution u: R x [0,00) — R: (x, ) — u(x, t) is given by the relation
ulx,t)=up(x+ct), (x,1) eR x [0,00).

If ¢ > 0, the prescribed initial profile is shifted to the left with constant velocity; if ¢ <0, it is
shifted to the right.
Verification. Straightforward differentiation (chain rule)

Oxulx, ) =uy(x+ct), 0,ulx,t)=cuylx+ct), (x,1) €R x (0,00),

verifies the above solution representation. o

Method of characteristics. The method of characteristics is a valuable mean for the analyt-
ical and numerical treatment of conservation laws. With regard to the above solution repre-
sentation, the basic idea is to connect all points which yield the same value

{(x, 1) eRx [0,00) : u(x, r) = constant} .

In order to illustrate the general approach, we consider the simplest case of the one-
dimensional homogeneous linear advection equation.

(i) Approach. We replace the space variable by a time-dependent scalar function and fix a
starting value xp € R

¢:[0,00) — R:t—¢(1), ¢(0) =xp.
Moreover, we require that the time-dependent function
v:[0,00) — R: t— v(t) = u(&(1), £)
is constant in time; that is, there holds

V() =0, t € (0,00),
v(t) = v(0), t€[0,00).
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(ii) Initial value problem. Differentiating and employing the partial differential equation
yields the condition (partial derivatives with respect to first and second arguments are
denoted by 0,u = 0, u as well as 0;u = 02 u, exclude trivial case 0, u(¢(t),t) =0)

0=0'(t)=0xu(é), )& (O +0,u(E(n, 1) =0xu(é®),t) ('@ +c¢),
& =-c.

This leads to the initial value problem

fl(t):_cy tE(0,00),
E(O) = X0,

with solution given by
E()=x9—ct, te[0,00).

(iii) Solution representation. Altogether, this implies (set x = xp—ctand xop=x+c1)
u(xo—ct, ) = u(&), t) = v(t) = v(0) = u(xo,0) = up(xo),

ulx,t)=uyg(x+ct, (x, 1) eR % [0,00).

Weak solutions. In view of relevant applications such as the propagation of shock waves,
it is desirable to consider functions that are less regular, i.e., discontinuous in single points.
Strictly speaking, if the initial state 1, : R — R is not differentiable, the associated function

u(x,r)=up(x+ct), (x,1) €Rx[0,00),
does not satisfy the advection equation

oru(x,t) =coxu(x,t), (x,2) €R x (0,00),
u(x,0) = up(x), xeR.

However, in order to retain the compact formulation by a partial differential equation, it is
common practice to call such a function a solution in a weak sense.

(i) Integral solution. Using as a starting point the linear advection equation, multiplication
by a so-called test function leads to a related integral equation (assume that the function
v:Rx[0,00) — R is sufficiently often differentiable and has compact support, thus the
relation v(x, f) — 0 holds for x — + oo as well as t — oo, integration with respect to space
variable x € R and time variable ¢ € [0,00), integration-by-parts, assumptions on test
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functions ensure that certain boundary terms vanish, employ initial condition)

Oru(x,t)—coyu(x,t)=0,

f f(dtu(x,t)—caxu(x,t))v(x,t)dxdt:O,
0o Jr

—foof u(x, 1) (0;v(x, 1) — coxv(x, 1)) dxdr
o Jr

X=—00

+f(u(x,t)v(x,t)))oo dx—f (culx, nv(x, t))‘Oo dr=0,
R =0 0

—f fu(x,t)(atv(x,t)—cdxv(x,t)) dxdt—fuo(x)v(x,O) dx=0.
0o Jr R

A function u € L*°(R x (0,00)) that satisfies the following integral equation for all test
functions v : R x [0,00) — R is called an integral solution of the advection equation

f fu(x, 1) (0:v(x, 1) — coyv(x, t))dxdt+fu0(x) v(x,0)dx =0.
o Jr R

(ii) Heaviside function. As initial state, we consider the Heaviside function with a disconti-
nuity at the origin
1, x=0,
H:R—R:x— H(x) =
0, x<0,

The related function (initial profile is shifted to the left or right with constant velocity)

1, x+ct=0,
ulx,t)=ug(x+ct)=H(x+ct) = (x,1) €Rx[0,00),
0, x+ct<0,

is an integral solution of the linear advection equation.
Explanation. Assume for instance ¢ > 0. By the definition of the Heaviside function, we
obtain (use that x+ct = 0 is equivalent to ¢ = — 7 or x = — ct, respectively, note that ¢ = 0)

f fu(x,t) (0:v(x, 1) — cOyv(x, 1)) dxdt+fuo(x)v(x,0) dx
0o Jr R

+f H(x)v(x,0)dx
R

:ff H(x+ct)6tv(x,t)dtdx—cf fH(x+ct)6xv(x, t)dxdt
rRJoO 0o JR
:ff o0;v(x, t)dtdx—cf 0,v(x, 1) dxdt+f v(x,0) dx

R Jmax{0,~ £} 0 Joct 0

:fv(x,t)’oo X dx—cf v(x, 1)
R tzmax{O,——} 0

c

(e9)

dt+f v(x,0) dx
t 0

X=—=cC
o0

:—f v(x,max{o,—’—é}) dx+cf v(-ct, t)dt+f v(x,0) dx
R 0 0

0 oo oo oo
:—f v(x,— %) dx—f v(x,0) dx+cf v(-ct, t)dt+f v(x,0) dx;
0 0

—00 0
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moreover, the substitution { = — % or x = — c{, respectively, implies

f fu(x,t)(atv(x,t)—cdxv(x, 1) dxdt+fuo(x)v(x,0) dx
0o Jr R

oo

:—cfoov(—cé,f) df—foov(x,O) dx+cfoov(—ct, t)dt+f v(x,0) dx
0 0 0 0
=0.

Analogous arguments hold for the case ¢ < 0. o

Connection to Dahlquist test equation. In order to justify the following considerations,
we need to assume that the initial state is localised; thus, for a certain period of time, we
may also suppose that the associated solution to the linear advection equation is localised.
In this situation, it is reasonable to restrict the unbounded spatial domain to a sufficiently
large bounded interval and to employ a Fourier series expansion of the solution (recall that
Fm(x) = \/bl_ elHm =4 with u,, = 2Z m for any m € Z)

~ b-a

ux, =Y unt) Fux),  (x1)€(ab)x[0,00).

meZ

Inserting this representation into the linear advection equation implies (for all (x, ), use that
0xF m(x) =i Fmnm(x), employ orthogonality of Fourier basis functions)

Orulx, )= (1) Fp(x),

meZ

Oxu(X, 1) = Y ifhm (1) F(x),

meZ

0=0,u(x,t)—cOxulx,t) =Y (U, (1) —ictmUm() Fm(x),
meZ
wy, (1) =1¢ tm Um (1), meZ.
This explains the significance of the scalar test equation (here u=cuy, € R)
Yy =ipy®, te000), peR,

in the context of advection equations.

Higher space dimensions. It is straightforward to extend the above considerations for the
one-dimensional linear advection equation to higher space dimensions. Indeed, the solu-

tion u : R? x [0,00) — R: (x, 1) — u(x, t) to the homogeneous linear advection equation with
constant coefficients (where 0 # ¢ € R)

0:u(x,t) =div(cu(x,0),  (x,0)eRx(0,00),
u(x,0)=up(x),  xeR?,
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is given by the relation
ulx,t)=upg(x+ct), (x, t)eIRdx [0,00),
as verified by differentiation (ug : RY — R, chain rule)

ug(x+ct) =ug(x1 +c1t,...,x5+cqt),
Orug(x+ct)=c101upg(x+ct)+---+cyg05up(x+ct),
cup(x+ct)
culx,t)=cup(x+ct)= : )
cqup(x+ct)
div(cu(x, 1)) =c101up(x+c )+ +cqdqup(x+ct).
For theoretical purposes, in order to reveal similarities to ordinary differential equations, it is

convenient to formulate the partial differential equation as evolution equation and to intro-
duce the associated linear evolution operator (where U () = u(:, ) : RY - Rand v:R? - R)

A=div(c()),
U'(t)= AU,  te(0,00),
U(0) = U,

(V)X =vix+ct), (x,0eR?x[0,00).
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2.4 Nonlinear conservation laws

Nonlinear conservation laws. For simplicity, we restrict ourselves to the one-dimensional
case. The conservation law associated with a nonlinear function f : R — R is given by (solution
u:Rx [0, T] — R, prescribed initial state 1 : R — R)

Oru(x, ) =0xf(ulx, ) = f'(ulx,0)0xulx, 1), (x,0)eRx(0,T),
u(x,0) = up(x), XeER;

the designation is explained by the fact that the integral is a conserved quantity (corresponds
to total mass for positive function, interchange derivative and integral, employ partial differ-
ential equation, assumption that solution is integrable over whole line implies u(x, t) = 0 for
X — +00)

M(t):fu(x, t) dx, tel0,1],
R

M’(t):fatu(x, ) dx:fdxf(u(x, n)dx=flutxn)| =0, te@D),
R R

(e 9)
xX=

M(t):M(O):fuo(x)dx, tel0,T].
R

Method of characteristics. In special situations, the method of characteristics permits to
determine a useful representation of the solution to a nonlinear conservation law.

(i) Approach. Asbefore, we replace the space variable by a time-dependent scalar function
and fix a starting value xp € R

¢:00, T] — R:t—£(D), ¢(0)=xp.
Moreover, we require that the time-dependent function
v:[0,T] —R:t— v(t) = u(é(), 1)
is constant in time; that is, there holds

v'(t)=0, te(0,7),
u(&(0),t) = v(t) = v(0) = u(xp,0) = up(xp),  tel0,T].

(ii) Initial value problem.  Differentiating and employing the partial differential equa-
tion yields the condition (again with 0,u = 0,u and d,u = d,u, exclude trivial case
axu(é(t); t) = 0; for t € (07 T))

0=0'(1) = ,u(£(8), 1)& (1) +0,u(¢(0), 1) = 9.u(E(0), 1) (¢'(0) + £ (u(é (0, 1)),
&)= —f’(u(«f(t), t)) = — f'(uo(x0)) .
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This leads to the following initial value problem

&) =-f"(up(xp)), te(0,7),
¢(0) = xo,

with solution given by
E(M=x0— f'(uo(x0))t,  tel0,T1.
(iii) Solution representation. Altogether, this implies the solution representation

u(xo— f(uo(x0)) £, t) =u(é(0),t) = v(1) = v(0) = ulxo,0) = up(xo), telo,T].

Advection equation. For the simplest case of the linear advection equation, where f(v) = cv
with ¢ € R and thus f’(v) = ¢, the formerly stated solution representation follows at once from
the above relation (set x = xy— ctaswellas xo = x — c )

flw=c: ulxg—ct,t)=uplxy), te€[0,00),
ulx,t)=up(x+ct), te[0,00).

Burgers’ equation. The special choice f(v) = % v? and thus f'(v) = v leads to Burgers’ equa-
tionfor u:Rx[0,T] = R: (x, 1) — u(x,t)

Oru(x, 1) = u(x, 1) 0 u(x,t), (x,)eRx(0,T),
u(x,0) = up(x),

with the characteristic formation of shock waves, even for regular initial states; in particular,
the notion of a weak solution is needed in this context. The method of characteristics yields
the relation

flw=v: u(xo — uo(xo) £, t) = up(xo), telo,Tl;

as a consequence, the following implicit solution representation is obtained (set x = xo —
uog(xp) t as well as xo = x + up(xp) t, note that u(x, ) = uy(xp) implies u(x,t) = up(xg) =
Uo(x + up(xo) t) = up(x + u(x, t) t))

flwy=v: ux, 1) = up(x+ulx,nt), telo,T].
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2.5 Linear diffusion equations

Linear diffusion equations. We consider the homogeneous linear diffusion (or heat) equa-
tion (consider unbounded domain Q = R or bounded open domain Q c R¢, positive coeffi-
cients cy,...c4 > 0, initial state ug : Q2 — R)

{ 0 (X, 1) = €1 Oxyx U(X, B) + -+ + Cq Oy yx, U(X, 1), (x,) € Q x (0,00),
u(x,0) = up(x), xeQ.
By a scaling of the spatial variables, we obtain (Laplace operator A = 0y, x, + -+ + 0y,x,;, New
domain due to transformation)
oru(x, t) =Aul(x, 1), (x,8) € Qx(0,00),
{ u(x,00=up(x), xeQ.
Again, for theoretical purposes, it is useful to rewrite the partial differential equation as an

abstract ordinary equation and to introduce the associated evolution operator (commonly,
we do not distinguish between u(#) and u(-, ) in notation)

A=A,

u'(t)=Au(r), t€(0,00),
u(O) = Uy,

u(t) =& uy, tel0,00).

Boundary conditions. In order to attain uniqueness of solutions, additional boundary con-
ditions have to be imposed. In view of practial applications, it is of relevance to consider
boundary conditions of Dirichlet or Neumann type, respectively. Homogeneous Dirichlet
conditions require the solution to vanish at the boundary (bounded domain Q c R, cooling to
zero temperature at boundary, exponential decay of L?-norm)

u(x, t))xeaQ 0, t€[0,00);

homogeneous Neumann conditions require the normal derivative of the solution to vanish at
the boundary (no flux over boundary, isolated system)

oy u(x, t)‘xem —0, re0,00).

Continuation to odd and even functions. In situations, where the underlying domain is
given as the cartesian product of bounded intervals, it is often beneficial to use Fourier se-
ries expansions (see below); the consideration of periodic boundary conditions, however, is
often unnatural. Employing continuations of the solutions to odd functions permits to realise
homogeneous Dirichlet boundary conditions, at the cost of a significantly enlarged space do-
main; as explicated before, the series expansions involve sine basis functions. A similar ap-
proach based on continuations to even functions is used for homogeneous Neumann bound-
ary conditions.
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Connection to Dahlquist test equation. For simplicity, we again restrict ourselves to the
consideration of the homogeneous linear diffusion equation in a single space dimension (un-
bounded space domain, with ¢ > 0, initial state uy: R — R)

{ Orulx, 1) = cOxcu(x,t),  (x,1) €Rx (0,00),

u(x,0) = ug(x), xeR.

As for the homogeneous linear advection equation, we can justify a Fourier series represen-
tation for a localised solution (restriction of unbounded spatial domain to sufficiently large
bounded interval, recall that by definition .7, (x) = \/ﬁ eltm (X=a) wwith Um = % m for any
meJZ)

u(x,t) = Z U (1) F (X)), (x,1) € la,b] x[0,00).
me”Z
Inserting this series expansion into the linear advection equation implies (relation valid for all
(x, 1) € (@, b) x (0,00), use that 0xx.F, (x) = — u2, Fm(x), employ orthogonality of Fourier basis
functions)
Oru(x, 1) =) Uy, (1) Fp(x),

meZ
Oxxld(X, 1) == Y o U (1) F(),
meZ
0=0ru(x, 1) = cOxxtt(x, 1) = Y (U (1) + il um (1)) T (),
mezZ
ul,(t) = —cu’, u,(t), mez.

This explains the significance of the scalar test equation (here A = ¢ ,u%n >0)
y,(t):—AJ/(t), te(0,00), A,>0,

in the context of diffusion equations.

Solution representation by Fourier series expansion. The above considerations imply the
. . _ 2
solution representation (use that u, (1) = e~ “#m’ u,,(0) and u,,(0) = (up|-F ) 2 for m € 7)

u(x, 1) = (EMu) () = Y. et (ug| F) 2 Fn0), (1) €[a,b] x [0,00).

meZ

An application of Parseval’s identity shows that the L?-norm of the solution is non-growing
(recall yu,, = % m for m € Z, note that yo = 0, use bound e"2¢Hm! <1 forall £ € [0,00))

Jut,0)% = ¥ e 2w < ¥ [um©@f = w22, r€10,00).
meZ meZ
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Numerical realisation. The numerical realisation of the above stated solution representa-
tion relies on the following steps, see Section 1.3.

(i) Computation of approximations to spectral coefficients (implementation based on FFT)
ul = (uo| Fm) 2, me{- _ Y_1}

(ii) Computation of coefficients (implementation based on pointwise multiplication)
cm:e_c“?”tugfl), me{—%,...,%—l}.

(iii) Computation of approximations to solution values at grid points (implementation based
on IFFT)

NS

-1
cm Fmxi) =~ ulxi, ),  ke€{0,...,M—1}.

3

l

|
SIS

Solution representation by Sine series expansion. In connection with homogeneous
Dirichlet boundary conditions, it is natural to employ a solution representation by sine ba-
sis functions to obtain

um(0) = (uo| #m) 2, meN,
U, =Y un(D). S0 = Y e Hnl 1,,(0).Fm(x),  (x,0)€lablx[0,00).

mezZ meN

The application of Parseval’s identity implies exponential decay of the L?-norm (regularising

effect, recall y,, = % m for m € N, note that minimal value is obtained for u; # 0, use esti-

2 2
mate e 2¢Hmt < e~ 2¢H L for all £ € [0, 00))

|ut, 0] 2 = e F 1 uo|)32,  re10,00).

34



Chapter 3

Basic discretisation methods

Contents. In this chapter, in order to suggest certain issues that are treated in more detail
later on, we introduce basic space and time discretisation methods for diffusion-advection-
reaction equations. We consider a simple one-dimensional model equation comprising a lin-
ear diffusion term, a linear advection term, and a nonlinear reaction term. For the space
discretisation, we consider an elementary approach based on central finite difference approx-
imations for uniform meshes. The resulting system of nonlinear ordinary differential equa-
tions is solved numerically by the explicit and implicit Euler methods, applied with constant
time stepsizes. As alternative time integration methods, we mention the semi-implicit Euler
method and the Lie-Trotter splitting method.
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3.1 Model equation

Initial-boundary value problem. As model equation, we consider a one-dimensional
diffusion-advection-reaction equation subject to homogeneous Dirichlet boundary condi-
tions and an initial condition (bounded space interval [a, b] c R, final time T > 0, param-
eters a, B,y € R with a > 0, initial state uy : [a, b] — R, nonlinearity g : R — R, solution
u:la,blx[0,T] —R)

0ru(x, 1) = alxxu(x, 1) + foulx, ) +yg(ulx,n), (x,1e(ab)x(0,T),
ula,t)=0=u(b, 1, telo, 7],
u(x,0) = up(x), x€la,b].

For consistency, we require the initial state to satisfy homogenous Dirichlet conditions.

Evolution operator. Formally, the solution is given by the relation
u(x, 1) = (&(t, up)) (), (x, 1) € [a,b] x [0, TT.
Objective. Our objective is the introduction of a discrete evolution operator yielding approx-
imations to the exact solution at certain space and time grid points
S =E.
Special cases. Evidently, when setting f = 0 = y, we obtain a linear diffusion equation; for

a =0 =1y, a linear advection equation results. The special case a = 0 = § corresponds to a
nonlinear ordinary differential equation.
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3.2 Space discretisation methods

Uniform mesh. We consider a uniform spatial mesh (integer number M € N defines grid
width /2 > 0 and associated equidistant grid points, evidently xo = a as well as xp;41 = b)

h:f/ljﬁ’ Xm=a+mh, me{0,...,M+1}.

Approach. For convenience, we restate the initial-boundary value problem, evaluated at the
space grid points; with regard to the subsequent considerations, we employ the compact for-
mulation

0,u(xy, 1) Oxxu(x1, 1) Oxu(xy, 1) g(u(xy, 1)
: =a : +p : +y : ,  te(0,1),
O,u(xy, 1) Oxxu(xpg, 1) Oxu(xpr, 1) g(ulxm, )
4 ulxo, 1) =0=u(xp+1,1), te(0,T],
u(x,0) Up(x1)
u(xps,0) uo (xpr)

we recall that by assumption the initial state satisfies the conditions ug(xg) = 0 = up(xXpr41)-
A common approach for the space discretisation of such a problem is to replace the spatial
derivatives by finite difference approximations; this yields a system of nonlinear ordinary dif-
ferential equations for a vector-valued function comprising approximations to the solution
values at the grid points

U, Ur (1) u(xy, 1)
0, T —RM e — | 1 | = :
Uym Unm(1) u(xp, t)

Central finite differences. At the interior grid points x,..., x)—1, we employ the central fi-
nite difference approximations
Oxt(Xpm, 1) = 57 (U(Xp + B, 1) = Uy, — I, 1))
= o= (uxmer, ) = ulxm—r, ), mef2,..,M-1},
Oxx U( Xy, 1) = # (w(xm + R, 1) =2U(Xp, ©) + u(xm — h, 1)
= # ((xme1, 1) =2 u(xm, 1) + U(Xm-1,1)), mef{2,...,M—1},

see Section 1.4; in accordance with the conditions u(xy, t) =0 and u(xpr41, t) =0, we set

1

Oxu(xy, ) = 5 (ulxz, 1) — ulxg, 1)) = 57 u(x2, 1),

u(xpe1, 1) — u(xp-1, 1) = — 57 ulxp-1, 1),

(
Ouxtt(x1, 1) = 5 (Ulxz, 1) = 2ulx1, ) + ulxo, 1) = 77 (ulxe, ) =2 ulx, ),
(

I

OxxU(Xp, b) = 2

h

Oxut(Xpr, 1) = 37
1

72

L (w(xpr41, 1) = 2u(xag, O + ulxp-1, 0) = 75 (= 2 ulxag, 0 + ulxp-1, 1).
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In compact matrix-vector notation, we thus obtain

Oxu(xy, ) 0 1 u(xy, t)
: -1 0 1 :
0 u(Xm, 1) | = 77 UXm, 1) |,
: -1 0 1 :
0xu(xp, 1) —1 0 \uxpm, )
Oxx(x1,1) -2 1 u(xy, t)
: 1 -2 1 :
OxxU(Xm, 1) | = # u(Xm, t)
: 1 -2 1 :
Oxxu(xXp, 1) 1 -2 u(xp, t)

Initial value problem. Altogether, employing the abbreviations (initial value Uj € RM defin-
ing matrices A, B € RM*M and nonlinearity g : R — R, solution U : [0, T] — RM)

Uy (1) uo(x1) g(Ui(n)
un=| : |, U= :+ |, GU®)= : ,  tel0,T],
Unm(1) uo(xpr) g(Um (1)
-2 1 0 1
1 -2 1 -1 0 1
A = # ) B = ﬁ ’
1 -2 1 -1 0 1
1 -2 -1 0

we obtain the following initial value problem

UM=aAU®+PBUWD+yGUW®), te(©,T1),
U©) =Up.

We point out that the imposed homogeneous Dirichlet boundary conditions are included in
the matrices A, B.

Connection to polynomial approximations. We note that central finite differences corre-
spond to approximations by polynomials.

(i) For instance, replacing the values of a function f : [a,b] — R on the subinterval
[Xm, Xm+1] by a poynomial of degree two

piR—R:x— p(x) = f(xp)+ [ ) (x=xm) + 3 [ () (X = x)° = f(x),
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at once implies (since p'(x) = f'(xm) + [ (xm) (x — x1,), evident from Taylor series expan-
sion of function)

pxm) = f(xm) ’ p,(xm) = f,(xm)y P"(x) = f”(xm) .
Evaluation at x,, + h and x,, — h, respectively, yields
pXm+h) = fOon) + [ (m) B+ 5 £ (xm) B2,
pXm—h) = fOon) = ' (m) B+ 3 £ (xpm) B

as a consequence, we obtain the relation
5 (P (X + 1) = plxm — B) = ' (xm).
(ii) Considering instead the approximation by a poynomial of degree three

piR—R:x— p(x) = f(xp)+ [ ) (= Xpm) + 3 7 () (X = X)°
+ 2 " (xXm) (x = xm)°
=~ f(x),

implies the identities

pOim+h) = fom) + f' (Xm) h+ 3 " (xp) P + & " (xpm) B,
pm—h) = fQim) = f Gom) B+ 5 f/ ) B> = 3 £ (k) B2,

which further show

72 (P + B) = 2 p(xm) + P — 1) = f" (xm).

Alternative approaches. Alternative space discretisation methods such as spectral methods
and the finite element method rely on a representation of the solution by a linear combina-
tion of certain basis functions (infinite index set .# < Z, real or complex coefficient functions
Up : 10, T]1 — C, essential that family (%) .c.» generates considered function space, linear
independence ensures uniqueness of coefficient functions)

ux, )=y um()Bmx),  (x,1)€la,blx[0,T].
meH

Under the presumption that the spatial derivatives 0%, 0,x%m can be computed in an ef-
ficient manner, a suitable truncation of the infinite series leads to a system of nonlinear ordi-
nary differential equations (choose finite index set .#); < .# comprising M elements, replace
coefficient functions by approximations v, (t) = u,,(t) for m € .#y;)

Y. U Bmx)= Y, vn()(a0:xBm(X)+POxBm())+7g| D vm(D) Bu(x)|.

me.# me.# me.#y

In view of a practical implementation, this relation is evaluated at certain space grid points.
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@

(i)

(iii)

Spectral methods. Spectral methods rely on the consideration of a differential operator
and the associated eigenfunctions

I By =Ain B, me .« ;

fundamental presumptions are that the principal linear part of the partial differential
equation is defined by this operator and that the family of eigenfunctions forms a com-
plete orthonormal system of the underlying function space. Relevant examples include
the Fourier spectral method (Laplacian), the Hermite spectral method (Laplacian with
additional quadratic potential), and the generalised Laguerre-Fourier-Hermite spectral
method (Laplacian with additional quadratic potential and rotation term). With regard
to applications in atmospheric sciences, spectral methods based on scalar or vector
spherical harmonics, i.e. special functions on the surface of the sphere, are of impor-
tance.

Fourier spectral methods. In particular, in connection with the Fourier spectral method,

we use the eigenvalue relations (with u,, = % mand .4 =7)

axym:iﬂmcggm; axxﬁm:_/vtgncg;m» me#,
A =0+ B0y, A Fm=AnTFm,  Am=aipim— B,

which lead to the following system of nonlinear ordinary differential equations (with
My =13, 8 -1

Y U Fn)= Y Anvm(O)Fnx)+ygl D, vm(D) Fnx)|.

me.# me.#y me.#
If y = 0, the system decouples and the exact solution is given by the exponential function
(employ orthogonality of Fourier basis functions)
Y=0: v (8) = A U (D), me My
vm(D=eM'v, 0,  meMy;

otherwise, a suitable time integration method has to be used for the resolution of the
system.

Finite element method. In the context of the finite element method, the fundamental
idea is to define basis functions that are non-zero on a small region. In most cases, the
basis functions are given by piecewise polynomials (non-zero on subinterval); thus, a
space discretisation by central finite differences is related to the application of the finite
element method with a special choice of polynomial basis functions. In addition, a weak
formulation of the partial differential equation, obtained by integration over the space
domain, is employed. As the oversimplified example (consider .# = {0, 1,2, 3}, compu-
tation of coefficients by resolution of linear systems)

Bo(x) =1, PBr1(x)=1+x, PBo(x) =1+ x+x2, PBy(x)=1+x+x°+x°,
0P (x) =1+2x+3x% = coBo(x) + c1 B (x) + ¢, B (%),
OxxP3(x) =2+6x = dy Bo(x) + d1 1 (%),
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indicates, the derivatives of the basis functions involve basis functions of lower degrees;
even if y = 0, the resulting system will not decouple. However, due to the fact that the ba-
sis functions are only defined locally, the arising matrices will be sparse, i.e. they involve
only few non-zero elements.

Contrary to spectral methods, which need the underlying spatial domain and the defining
differential operators to be of a special form, the finite element method is well-suited for the
treatment of general partial differential equations. Furthermore, its extension to higher space
dimensions and domains of arbitrary shape is straightforward.
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3.3 Time discretisation methods

Situation. By a finite difference space discretisation of the model equation, we have ob-
tained a high-dimensional system of nonlinear ordinary differential equations (with solution
U: [0, T) — RM, favourable approximations to exact solution values expected for large integer
numbers M € N)

U@M=FU®)=aAU®D+BBU®M+yG(U®), te©,T),
U(0) = Up.

Time discretisation methods. For a (sufficiently small) time increment 7 = % > 0, the nu-

merical solution values at equidistant time grid points ¢, = nt forn € {1,..., N} are determined
by a recurrence relation of the form (slight misuse of notation Uy <~ U; (7))

Un=S8(,Up-1) = Ulty) = E(T, U(tn—l));
it suffices to specify the initial step.

(i) Explicit Euler method. The explicit Euler method relies on an evaluation of the differ-
ential equation at time ¢ = 0 and the application of the forward finite difference approx-
imation (% (U(1) - U(0)) = U'(0), see Section 1.4)

(U1 - Uo) = F(Wy),
U, =Uy+1F(Uy).

Due to stability issues, the application of the explicit Euler method to diffusion-
advection-reaction equations requires tiny time increments.

(ii) Implicit Euler method. The implicit Euler method relies on an evaluation of the dif-
ferential equation at time ¢ = 7 and the application of the backward finite difference
approximation (% (U(1)-U(0)) = U'(1), see Section 1.4)

U1 -Up) = FU),
Ui =Uy+7TF(U;).

Compared to the explicit Euler method, the implicit Euler method has a favourable sta-
bility behviour for the solution of (semi-linear) diffusion-reaction systems; the treatment
of equations involving an addition advection part, is more delicate. The computation of
the numerical solution values requires the resolution of nonlinear systems; for moderate
values of M >> 1, Newton’s method is usually the method of choice (solve system defined
by nonlinear function H, here H : RM - RM: z— H(z)=z-Uy—1F(2), Taylor series ex-
pansion yields H(zy1) ~ H(zx) + H' (zx) (zr4+1 — 2k), aim is to achieve H(zy1) =~ 0, yields
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relation zy,1 = z — (H'(zx)) "} H(z}), realisation by resolution of linear systems)

H(z)=0,

{H’(zk)ck =H@),

Zk+1 = 2k — (ks

(iii) Semi-implicit Euler method. As the resolution of nonlinear systems is connected with
high computational costs, explicit-implicit schemes are often used in practice; again,
stability issues have to be treated with care. The fact that special solvers are available for
the resolution of systems with symmetric matrices suggests the choice

(U1 - Uy) = a AUy + BB(Up) +y G(Uy)
Uy = (I-1aA) " (U + 1 B(Uy) + 1y G(Uy)).
(iv) Symplectic Euler method. The symplectic Euler method or Lie-Trotter splitting method,
respectively, uses a natural decomposition of the right-hand side into several parts and

the fact that efficient solvers are available for the associated subproblems. For instane,
solving the initial value problem involving A, B over a subinterval

Vi()=aAV(t)+ BBV (1), te(0,7),
V(0) = U,

and subsequently the initial value problem

W'(t) =yG(W (1), te(0,1),
wW(0) =V(1),

yields an approximation at time t =71
W)= U(T).

Alternatively, a splitting into three parts can be used.

Splitting approach. The Lie-Trotter splitting method can also be applied to diffusion-
advection-reaction equations, before discretisation in space. This provides the possibility to
employ space and time discretisation methods that are well adapted to each subproblem. For
the considered model equation, the splitting approach permits to make use of the fact that
the exact solution to the linear advection equation is known.
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Chapter 4

Basic time integration methods

Contents. In this chapter, we present fundamental concepts that are employed for a stabil-
ity and error analysis of time integration methods. As the simplest representatives for widely
used classes of time integration methods, explicit as well as implicit Runge-Kutta and lin-
ear multi-step methods, we study the explicit and implicit Euler methods. Presuming that a
spatial semi-discretisation has been realised for the considered class of diffusion-advection-
reaction equations, for instance by finite differences, finite elements, finite volums, or spectral
methods, we may restrict ourselve to the study of a system of ordinary differential equations.
In order to lower technical difficulties, we provide details for the scalar Dahlquist equation
only.

Attention! In general, it is not justified to draw conclusions on partial differential equations
from the treatment of ordinary differential equations. As well, it is not justified to draw con-
clusions on nonlinear differential equations from the treatment of related linear differential
equations. In particular, the study of the Dahlquist test equation is only a first step; it pro-
vides some insight in view of the fact that it may lead to the exclusion of a class of numerical
methods for a particular class of differential equations.
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4.1 Time stepping approach

Differential equation. We consider the following initial value problem comprising a nonlin-
ear ordinary differential equation and an initial condition (initial and final time %y, T € R, as-
sume T > £y, prescribed defining function F : [#y, T] x R — R4, prescribed initial value y, € RY,
unknown solution y : [f, T] — R4, in view of practical implementation include explicit time
dependency, transformation to autonomous form only used for theoretical investigations)

{y’(t) =F(t,y(0), telt,D),
y(to) = yo.

General requirement. We focus on situations, where the data and the solution to the con-
sidered differential equation is sufficiently often differentiable with derivatives bounded by
moderate constants.

Integral equation. For different purposes, it is useful to consider a reformulation of the dif-
ferential equation as integral equation

t
y(t):y0+f F(s,y(9)ds, te [to, T1.
to

In view of the introduction of numerical approximations, we choose time grid points certain
tn, tne1 € [to, T1 such that ¢, < t,,.1 and consider the relation

In+1
V(tn+1) = y(tn) +f F(s,y(s)ds.
tn

Explanation. The integral equation follows at once by intergration and an application of the
fundamental theorem of calculus

V'($)=F(y(s),s), set,D),
In+ In+
f 1y’(t) dt:f 1F(s,y(s)) ds,
In In

In+1
V(tn+1) = y(tn) :f F(s,y(9)ds.
In

Objective. Our objective is to introduce approximations to the exact solution values at cer-
tain time grid points by recurrence (for some positive integer N € N, additional dependence of
evolution operators on starting time due to fact that differential equation is non-autonomous)

h<h<---<ty=T,
Yn=Sn—th-1,th-1,Yn-1) = y(tn) = E(tn —In-1, tn—lyy(tn—l))» neil,...,Ni},

45



and to characterise the quality of the time-discrete solution (stability, rate of convergence,
efficiency). The consideration of constant time increments slightly reduces the technicalities

=% ty=ty+nt, nefo,...N},

Yn =S, tu-1,Yn-1) = Y(tn) = E(7, ty-1,y(tn-1)), nef{l,...,N},

Remark. We point out that the exact evolution operator satisfies the relation (for simplicity
assume global existence of solution)

y(o+s+0)=E(s+t,1,y(p) = E(t, o+ E(s, to,y(to))), s, teR,

contrary to the numerical evolution operator.
Adaptivity. In view of efficiency, it is desirable to use variable time increments in order to
optimally adapt the numerical approximations to the exact solution profile. Whenever the

solution varies slowly, larger time stepsizes can be used; in other regions, smaller stepsizes
are required.
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4.2 Explicit Euler method

Explicit Euler method. The explicit Euler method is given by the recurrence relation

J/n+1:J/n+(tn+l_tn)F(tn;J/n), nE{Oy---yN_l};
that is, we have
St,v)=v+tF(ty, yn), nef0,..., N—-1};

In particular, for equidistant time grid points, we have
Yn+1=Yn+TF(tp,yn), nef0,...,N-1}.

Explanation. As stated before, the explicit Euler method relies on the approach to consider
the differential equation and to replace the differential quotient by a forward finite difference
approximtion

y,(tn) = F(tn; J/(tn)) )

(th+1) — y(tn)
Yln+1) = Yitn) ~ F(tn»y(tn))r
In+1 — In

Yty +71) = y(ty) + (the1 — tn)F(tnxy(tn)) )
Yn+1=Yn+ (tns1 — 1) F(tn, yn) -
An alternative approach is to start from the integral equation and to employ a quadrature
approximation by the left-hand rule

In+1
y(tp+1) :y(tn)+f F(s,y(9)ds,
In

In+1
f F(SyJ/(S)) ds = (ty+1—tn) F(tnyy(tn));
In

V(1) = () + (tns1 — ) F(t0, y(82)),
Yn+1=Yn+ (tn+1— tn) F(tnyJ/n) .

This second approach is valuable with regard to the introduction of higher-order Runge-Kutta
and linear multi-step methods. o

Question. How does the accuracy of the approximations improve when the time increments
are refined?

Aim. Our objective is to study the approximation errors

lyn—y@|l,  neil,...,N}.

In particular, we aim at deducing an estimate for the global error

|yn—y(D|

in terms of the (maximal) time increment.
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Approach. As a direct estimation of the difference yy — y(T) is difficult, a basic approach is
to relate the global error to local errors. Estimates for the local errors together with stability
bounds yield a global error bound.

Global error estimate for test equation. For simplicity, we consider the Dahlquist test equa-
tion discretised in time by the explicit Euler method with constant time increments. We recall
that the special case

A=ip, LeER,

is of relevance in the context of advection equations; in the context of diffusion equations, it
is of interest to study the case
A=-p?=<0, HeR.

(i) Exact solution. For the Dahlquist test equation (defining function F : [0,00) xR — R:
(t,z) — Az with A € C, for autonomous equation sufficient to consider ty, = 0)

Y@ =Ay), te(0,00),
{y 0) = yo,
the exact solution value at a final time T > 0 is given by the exponential function
E(=e",  te[0,00),

y(I)=E(T) yo.

(ii) Explicit Euler solution. Resolving the recurrence for the numerical solution, obtained
by the explicit Euler method, yields (constant time increment 7 = % for some N € N)

YN=YN-1+TAYN-1
=1+t yn-1
=(1+ 1/1)2 YN-2

=1+ /l)N Y0-
In analogy to the exact solution, it is convenient to introduce the function

S()y=1+¢A, te[0,00),
J’n:S(T)J/n—l, nE{l,...,N},

v =(5@)" yo.
(iii) Group property. We note that the exponential function satisfies the relation
E(S)E(t)=E(s+1), 5, t>0,
in contrast to the numerical approximation

S()S) #S(s+1), $t>0.
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(iv) Auxiliary relation. For later use, we recall the elementary relations (where a,b, g € R,

)

(vi)

(vii)

(viii)

telescopic identity corresponds to geometric series, generalisation)

N-1 qN—l N-1
Y q"= ,  q"-1=@-1 ) q",
n=0 q_l n=0
) N_N_N((a\N_{\_ N(a_ & an _ . N N—1on
azb:  a"-pN=pV((#)"-1)=b"(§-1) ¥ (8)"=(@-b ¥ a"b'".
n=0 n=0

Global error. The global error is given by
(S@)Y-EM =a+1)N-e,
v =y = ((s@)" - D) yo,

|yw=y(D)] <|(S@)" = ED)| |30
Approach. Inorder to expand the global error in terms of the time increment, we employ

the basic relation for the exponential function and the telescopic identity (recall that
tp,=ntand T = Nt, corresponding relations for E, S)

(S@)N -Em = (s@)" - (Em)Y
= (S(x)-E(1) NZ_: (SM)" E(tn-1-n),
1+r)N-e™ =1+ )N - (ef_ﬂ)N
= (1+T/1—e”)]\§:(l+T/1)”e[N‘1‘”A.
=

Stability estimates.  Stability bounds for the exponential function and its numerical
counterpart on bounded time intervals (use that e’ A < TN the elementary estimate
1+ x <e*for x=0and thus (1+71)N < N7 = ¢TIl

E(=e'",  St)=1+tA, teR, AeC,
|[E®|<Mg, tel0,T], |(S@®)V|<Ms, Nt=T,

are essential means for the estimation of the global error. We point out that boundedness

of S(7) by a constant is not sufficient to ensure boundedness of (S (T))N for 7 — 0 and
N — oo such that Nt = T. Often, coarse bounds that remain valid for arbitrary complex
numbers A € C are employed; the consideration of special cases permits to obtain refined
estimates.

Special cases. In connection with partial differential equations, stability issues have to
be treated with care, as the following considerations show.
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(@) Explicit Euler method for diffusion equations. With regard to the time integration
of diffusion equations, we consider the special case A = —u? < 0 with u € R, see
Chapter 3. We note that the Fourier spectral method shows that the limiting case
@ — oo occurs; as well, for the spatially discretised system large values u >> 1 arise.
Unlike the exponential function, which remains bounded for all positive times

|[E(n)|<1,  tel0,00),

the modulus of the numerical counterpart goes beyond one, in general, leading to
a highly oscillatory behaviour of the explicit Euler solution

T,u2:1+c, c>1 — S(T)ZI—T/.LZZ—C,
|Sm)|=T1p*-1=c,
(S(T))2 =c?, (S(T))3 =—¢3, etc.

Only for sufficiently small time increments, associated with high computational
costs, stability of the explicit Euler method can be ensured.

(b) Explicit Euler method for advection equations. In view of the time integration of
advection equations, the special case A =iy with u € R is of interest, see Chapter 3.
Again, the exponential function remains bounded for all positive times; more pre-
cisely, we even have

|[Em|=1, teR.

The numerical counterpart, obtained by the explicit Euler method, however, is un-
stable for all time increments (but the trivial case u = 0)

S@ =1+itu, |S@)|=/1+72u2>1.

(ix) Local error estimate. An estimate for the difference between the exact and numerical
solutions after a single step is obtained by means of a Taylor series expansion (local error,
note that same starting value is used, integration-by-parts with f'(o) = 1, g(o) = %,
flo)=-(1-0),g'(0)=xe")

1

ef—1=¢e%"

o=0

1
_ d ox
—fo 35 € do

1
:xf e’ do
0

1
=—x(1-0)e’* 0+x2f 1-0)e’*do
0

1
o=

1
:x+x2f (1-0)e’*do.
0
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This further implies the local error bound

1
S(T)_E(T):1+T/’l,—eT/1:—(A/T)2/\ (l_o.)eO'ATdo_’
0

|S@) - E@)| < AP e 1% < My 7%

(x) Global error estimate. Combining the stated stability and local error estimates, we ob-
tain the bound

N-1
(@)Y -EM)| = |S®-ED| ¥ |(S®)"||Ettn-1-n)]
n=0

N-1
<M;7* Y MsMg
n=0
SMgMgM;TT.
Altogether, this implies the global error estimate (convergence order p = 1)

p=1: |yy-y(M|<Ct’,  C=C(Ms, Mg,MT).

This is particular ensures convergence of the numerical solution values towards the ex-
act solution values (on bounded time intervals)

lim|yn - y(NT)|=0.
7—0

(xi) Variable time stepsizes. Similar considerations apply to the more general case of non-
equidistant time grid points.
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4.3 Implicit Euler method

Implicit Euler method. The implicit Euler method is given by the recurrence relation
yn+1 = yn + (tn+1 - tn) F(tn+l;_Vn+l); ne {0;---;N_ 1}-

It is obtained by the application of the backward finite difference approximation or the right-
hand rule, respectively.

Stability. The poor stability behaviour of the explicit Euler method for stiff equations, for
instance, for systems of ordinary differential equations obtained from a space discretisation
of diffusion equations, motivates the introduction of the implicit Euler method (numerical
solution to Dahlquist test equation given by y; = yo + 1A 1)

S(r)=(1 —T?L)_l =(1 +T[,t2)_1,
|sS@)| =<1, >0,

which is stable for arbitrary positive time increments.
Global error. The above approach for the derivation of a global error estimate extends to
the implicit Euler method and shows a first-order convergence bound. We note that the size

of the constant M is effected by the size of A € C; thus, in the context of partial differential
equations, a more careful treatment is required.
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